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Preface, 1962

My title is going to arouse immediate objections from various
classes of readers. Historicists will protest that every age has its
own philosophical problems—how vain to look for any answer to
modern problems, right or wrong, on the part of medieval
writers! Yet my title is a claim to have found theories about the
same problems of reference and generality in both medieval and
modem logicians.

Again, it is a popular view that modern formal logic has appli-
cation only to rigorous disciplines like algebra, gcometry, and
mechanics; not to arguments in a vernacular about more homely
concerns (like the amusing examples about policemen, politi-
cians, and crooks in Quine’s Methods of Logic). The reason
offered would be the complex and irregular logical syntax of
vernacular languages. This view is held, not only by the
philosophers of ordinary language, but also by some formal logi-
cians whose main interest is mathematical. Now medieval logic
is an attempt to state formal rules for inferences performed in
medieval Latin—a language just as complex and irregular as
everyday English. To the critics | am now discussing, this medie-
val enterprise must appear misconceived, and my own doubly
misconceived.



Preface

Again, somcbody might object on Carnapian lines that one
cannot philosophize just about ‘language’—that philosophical
theses must be made to relate to the logical syntax of a particular
language, c¢.g. medicval Latin. It is fairly casy to answer this
objection. In spite of what some eccentric linguists and some
people ignorant of the history of languages may have said, the
general syntactical resemblances between English and medieval
Latin are far more important than the differences that impress a
superficial obscrver (c.g. the greater number of inflections in
Latin). The cause of these resemblances is, of course, that En-
glish and Latin both belong to the Indo-Furopean family; but
they have much more than an historical interest. For what is
important about a sign is not its outward guise but the usc that is
made of it; an English word is the same word whether it be
written or spoken or transmitted in Morse code. And the uses of
an English word often run so far parallel to those of a Latin word
that as signs the two words are to all intents identical.

Just this is what is philosophically interesting—the employ-
ment of a word in a given sign-function, which may occur in
many languages. It does not matter whether the word that does
the job is “omnis” or “cvery”; what matters is the job done.
Inquiry into etymology and sense-history and fine points of idiom
is not the business of philosophy, even if amateur linguistics has
recently been practiced by philosophers. In point of fact, none of
the medieval discussions I shall cite will lose any of their force
through being made to relate to English translations of Latin
sentences and arguments rather than to the Latin originals; and I
shall not assume even a schoolboy knowledge of Latin grammar.
I shall, however, often be obliged just to take over some medieval
technical term, because no current term would be an adequate
substitute; whenever I do this I shall try to explain, or at least
illustrate, how the term was used.

The only difference between English and Latin syntax that will
have any importance for us is that Latin has no article, definite or
indefinite. A medieval logician could not puzzle himself over the
role of “a” in “I met a man”, since the Latin sentence has no
word for “a”. (The Latin numeral word for “one” is indeed some-
times used by medieval writers to mean not “one” but merely
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“a”, as happens with the corresponding words in German and the
Romance languages; this is common in William of Ockham and
in Buridan. But so far as I know they were never self-conscious
about this use; it is not noticed in their discussions of logical
examples.) Nevertheless, as we shall see, the lack of an indefinite
article in Latin did not prevent the development of a theory
remarkably similar to the theory expounded in Russell’s Princi-
ples of Mathematics about ‘denoting’ phrases of the form “an A”.
The lack of a definite article, on the other hand, means that no
‘theory of definite descriptions’ may be looked for in medieval
writers.

In view, however, of the syntactical similaritics between En-
glish and medieval Latin, the historicist objection to my under-
taking breaks down over other concrete examples. Consider this
problem: If “cvery man” has reference to every man, and if a
reflexive pronoun has the same reference as the subject of the
verb, how can “Every man sces every man” be a different state-
ment from “Every man sces himself”? The actual sentences just
given are English ones, but they stand in strict syntactical corre-
spondence, word for word, with the Latin ones discussed by
medicval logicians, and the problem is just the same. If a modern
logician were debarred from discussing this problem for lack of a
medieval Weltanschauung, then modern algebraists ought cqually
to feel debarred from discussing the problems of Diophantus.

I shall not here argue against the people who wish to deny
formal logic any application to arguments in everyday language,

 for the whole book will refute them by being such an application.

I have no quarrel with logicians whose interests are predomi-
nantly mathematical, so long as they do not positively oppose
other applications of formal logic, so long as they do not per-
versely attempt to cut logic off from roots that long have
nourished it and still do. At its very origins formal logic was used
by Aristotle and the Stoics to appraise ordinary arguments; it has
been so used whenever it has flourished; it still is so used by
distinguished modern logicians like Prior and Quine.

The ‘ordinary language’ philosophers, who want to keep the
estate they claim strictly preserved against the poaching of formal
logicians, are, I think, people with a vested interest in confusion.
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One of them, I remember, compared formal logicians to map
makers who should try to map everything in constructible
geometrical figures; no doubt he forgot that countries actually are
mapped by triangulation. It is no accident that the argument
devised in Oxford against the Frege-Russell analysis of existence
statements has been eagerly seized upon by theologians wedded
to nonsensical doctrines about Being—Ilittle as such an applica-
tion would please the authors of the argument.

The extension I am giving to the term “medicval logic” is
practically the same as that which Moody gives it in his Truth
and Consequence in Mediaeval Logic; namely, the logic taught in
the Arts faculties at Oxford and Paris, which flourished particu-
larly in the thirteenth and fourteenth centuries. I shall also cite
the writings of Aquinas, both as evidence for the doctrine of the
contemporary formal logicians (sophistae) and also because,
though Aquinas was not a logician ex professo and never wrote a
Summa logicae, his views on the philosophy of logic are often of
the highest value.

A principle that I have repeatedly used to eliminate false
theories of reference is the principle that the reference of an
expression E must be specifiable in some way that does not
involve first determining whether the proposition in which E
occurs is true. The first explicit statement of this principle that I
have found is in Buridan’s Sophismata (c.vi, sophisma v); the
principle might suitably be called Buridan’s Law.

The substance of this book was first delivered as a course of
lectures in Blackfriars, Oxford, while 1 was acting as deputy for
the University Reader in' Medieval Philosophy in Trinity term
1957; | am most grateful to the University of Oxford for inviting
me, and to the Prior and Community of Blackfriars for the use of
their aula. I have since discussed the topics of the book exten-
sively in a seminar at Cornell University during the fall term
1959-1960 and cannot adequately say how much the book owes
to the suggestions and criticisms of those who took part in the
discussions. I wish also to express my gratitude to the staff of the
Cornell University Library for procuring me photographic copies
of rare medieval logic books. Chapters One and Two appeared in
a rather different form in Mind of January 1956 and October
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1950 respectively; the Editor has kindly allowed me to reprint this
material.

P. T. GeacH
University of Birmingham
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Preface, 1980

Reference and Generality has now been in print since 1962. In
previous reprintings only minor changes could be mad;; ever'1t
though the reprint in 1968 was called an emeqded edltlodn, i
contained only minor emendations except 1n sections 20 an . 31.
[ am grateful for the opportunity affo.rded me by Cormnell Univer-
sity Press to effect more radical repairs. "

In Chapter One I had strangely omitted to state and cn icize
the two rules against fallacy that were supposed t(?' b.e 'the main
usc of the “distributed/undistributed” contrast: the 1.111c1t process
rule and the ‘undistributed middle’ rule. A new scction 13 15 nOw
devoted to these rules. Other changes that descrve mention hge
were motivated by my wish to do justice to the memory of Nev;llc
Keynes; his Formal Logic was the first logic book I read, with hla]lt
excellent teacher my father, Professor Georgfz Hender Ggac ,
before we moved on to Principia Mathematica; 1 count it ﬁx-
treme good fortune to have begun with such a teache{ z.m‘d suc hal
textbook. It distressed me very much that from my crticizing the

doctrine of distribution as it occurs in Keynes, reviewers Con-f
cluded that I had a low opinion of Keynes, and that he was one o
the “fools’ referred to elsewhere in this b9ok. In fact I was acting
on a principle I learned from Wittgenstein: to criticize a position
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cffectively, attack it in its strongest form. I could have quoted
statements of the doctrine of distribution from any one of a dozen
current bad logic texts; I chose Keynes's statement because he was
likely to make out the best possible case for the doctrine.

Many attempted defenses of the doctrine have come to my
notice since 1962; but I think they are one and all either invalid
or irrelevant. I call irrelevant those defenses which construct a
theory quite alien to the tradition but labeled with the old name.
This is like a patent medicine manufacturer with an old family
remedy whosc one active ingredient has turned out to be noxious:
he removes the active ingredient, replaces it by one at least harm-
less, and then announces, “This finc old remedy is now prepared
on a new formula, in accordance with current medical trends.”
So I have commented on none of the defenses, and withdrawn
none of my strictures in response; indeed, I have added a few
more.

In Chapter Two I have tried to clarify the role played in sen-
tences by such phrases as “this man” and the contribution made
by criteria of identity to the sense of proper and common names.
There is also a new emphasis on the important distinction be-
tween a name for an A and a name of an A; the verbal expression
[ have used for this is my own choice, but the need to bring out
the distinction was impressed on me by the many discussions
have had with Dr. Harold Noonan of Trinity Hall, Cambridge.
The sections most affected by these changes are sections 32, 34,
and 35. I rearranged the matter of sections 30 and 31.

The only major change in Chapter Three is in section 36. 1
there explain ‘referring’ phrases as a species of what I now call
“applicatival phrases™; and I now supply a differentia for this
species that makes “most” or “almost cvery” phrases belong to the
species along with “some” and “every” phrases. The similarity of
the quantifier “most” to the classical quantifiers is thus further
stressed; and some awkward passages later on, in which “most”
phrases had to be treated like ‘referring’ phrases although my
explanation excluded them from that class, could now be stream-
lined.

In Chapter Four I have completely rewritten section 56, on the
dictum de omni. When 1 first wrote it, and for long afterward, 1
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shared a prevalent confusion between two kinds of logical rules:
schematic rules, which directly give us valid schemata or patterns
of inference, and thematic rules, which show us how to start with
valid argument(s) and derive from thence a new valid argument.
This led to a muddled exposition of the dictum; I have now
removed the muddle and made all the consequential changes
required by the new exposition; these particularly affected sec-
tions 57, 58, and s5o.

In Chapter Five I have revised my account of how, and in what
sense, substantival general terms may be defined, and have there-
fore rewritten sections 74 and 75. Section 82 came in for revision
because of the new account of the dictum de omni.

In Chapter Six [ have eliminated the notorious example of
Heraclitus’ dip in the river. This had the disadvantage that in the
phrases “the same river” and “the same water” one noun is a
count noun, the other a mass term. I do not think anyone as yet
has a satisfactory theory of mass terms; certainly I have not. By
changing to an example with two count nouns I make it possible
to concentrate on what is essential for my purpose. This change
affects sections 91, 95, and 98. I have also reworked section 92,
with an improved criticism of Frege’s theory concerning Zahlan-
gaben and one-one correspondence. | feel too uncertain on prob-
lems of intentionality to have made more than small alterations
in what I have said on this topic; [ could not be confident that my
second thoughts would be better than my first.

As regards lists, the subject matter of Chapter Seven, I ought to
remark that lists do not form a special category of expressions: it is
simply that somctimes a predicable can admit into an argument-
place either a single name; or several names at a time all on a
level. This idea of a logical procedure’s being applicable to more
or fewer arguments is familiar in propositional logic; this is a
feature of “and” and of “or” and of “neither. .. nor...” in the
vernacular, and of Wittgenstein’s operator “N” in the Tractatus.

Actual changes in the text of Chapter Seven were made for two
main reasons. The less important reason was that I found it
convenient to discuss two sorts of exclusive proposition, which 1
have called unrestricted and restricted; examples of the two sorts
would respectively be: “Only a man can laugh” and “Among
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men, only Adam and Eve had no father”. The recognition of
restricted exclusive propositions enabled me to improve some of
the analyses given in section 108 and to clear up some unfinished
business from Chapter Five about introducing names via “A that
is P” phrases. The last paragraph of section 108, being concerned
with the pronouns “the same” and “(an)other” rather than with
“only”, is now the beginning of section 109, which continues
discussion of those pronouns; section 109 has been expanded
slightly at the end—also, I hope, clarified.

The major change is that I have canceled the inconclusive
final paragraph of the book and replaced it by a new section 110,
in which I discuss how a proper name for an A relates to the
predicable “ is the same A as ”. Slow as I have been to
take the point, it seems clear that on my general view of numbers
and identity it is quite useless, indeed nonsensical, to charac-
terize a proper name as a name whose sense restricts it to naming
only onc thing; instead, what has to be explained is a name’s
being a proper name for an A; and such a name may be a shared
name of several Bs, so long as each such B is the same A as any
other. I thus came to accept the view of Lesniewski and other
Polish logicians that there is no distinct syntactical category of
proper names. Whether a name is a proper name depends on the
kind of thing it is a name for, and this is a matter of its sense, not
of its syntactical category; in syntax there is only the category of
names. (I must not therefore be taken to agree with the followers
of Lesnicwski on other matters; they advocate a sophisticated
version of the two-name doctrine of predication, which [ firmly
reject.)

A consequential change is that I can no longer hold, as [ did in
carlier editions of the book, to the line that empty proper names
are inadmissible, but empty names that are not proper names are
admissible. This has required some rewriting of section 106 and
cancellation of a paragraph in section 108. I now hold the Fre-
gean view that in logic empty names are always inadmissible.

Apart from these structural repairs and alterations I have tried
to do a thorough spring-cleaning of the whole fabric. Part of this
tidying-up has been an improved system of bibliographical refer-
ences, including (as many readers have requested) more refer-
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ences to such medieval source books as arc readily accessible in
modern printed cditions.

Of all those who have helped me during these years, I owe
special mention to Prior and Quine for constant friendship,
intcrest, and support.

The book has been much criticized; in revising it I have done
little to please most of its critics, nor have I wished to do so.
Wrong views of reference are prevalent in the world of philoso-
phy, and I could not conciliate committed partisans of these.
have been gratified, however, to notice over the years that some
of my ideas and my terms of art have been favorably noticed by
linguists, professionally concerned as they are with patiently un-
raveling the tangled skein of language.

P. T. GeacH
University of Leeds
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oNE - The Doctrine of Distribution

The traditional doctrine of distribution is commonly ac-
cepted without examination.

Keynes's formulation needs to be amended, because he
confusedly uses schematic letters like “S” to represent
both general terms and singular designations of classes.
What difference is supposed to exist between the rela-
tions of denoting and of referring to?

We cannot coherently take “some man” to refer to some
man,

A person who uses the words “some man” may be refer-
ring to some particular man, but what he actually says
does not convey this reference.

An argument of Miss Anscombe’s shows that at any rate
there could not be just onc way that “some man” re-
ferred to some man. This robs the doctrine of its intui-
tive simplicity.

The idea that speaking of some men leaves us ‘in igno-
rance with regard to the remainder’ has been refuted by
Keynes himself, and cannot serve to cxplain the nondis-
tribution of the term “man” or “men”.

“No men” assuredly does not refer to no men or to a
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class consisting of o men. We should equally doubt the
view that “all men” refers to all men and “some men” to
some men.

In a thoroughgoing class reading of categoricals there is
no place for distribution.

The question whether a predicate term is distributed or
undistributed does not really make sense.

This is specially manifest for the predicate terms of sing-
ular proposttions.

The traditional ‘proofs’ that particular negative propo-
sitions have distributed predicate terms contain gross
fallacies.

The rules against ‘illicit process’ and ‘undistributed
middle’ are unsound.

A medieval example shows that these rules do not in
general supply a workable test for validity.

Hamilton’s quantification of the predicate (apart from
his incidental mistakes) would be a natural extension of
the doctrine of distribution. But a difficulty about simple
conversion exposes a radical defect in the doctrine.
The doctrine of distribution is thus quite indefensible.

TWO Subject and Predicate

“Subject” and “predicate” in this work are always lin-
guistic terms. Provisional explanation of these terms.

It is convenient to say that an expression is a predicable
when it can be attached to a subject, a predicate only
when it actually is so attached.

In predicating we are not necessarily making an assertion
or statement. Advantages and disadvantages of the term
“proposition”.

Names can be recognized from their use in acts of nam-
ing.

Proper names are parts of the language in which they are
embedded.

The role of demonstrative pronouns in simple assertoric
sentences.

A subject may be picked out of a proposition as an ex-
pression that could be linked up with an act of naming,.
A proposition may admit of more than one subject-
predicate analysis.
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The name refers to its bearer regardless of time.

We got a predicate by removing a proper name from a
proposition.

Names and predicables, referring to and being true of,
are irreducibly different.

The ‘Aristotelian’ doctrine is confused as regards the no-
tion of ‘term’, and as to the role of the copula. The
two-name theory of predication is demonstrably wrong.
The modern theory of varieties of copula is equally er-
roneous.

Substantival and adjectival terms.

The problem whether there can be negative terms.
When can substantial general terms occur as logical
subjects?

A proper name can never be used predicatively.

The use of proper names as logical subjects seems to
involve a subject-use of substantival general terms.
How docs such a term refer to the several objects it can
be used to name?

THREE Referring Phrases

Explanation of the term “referring phrase”. The relation
of referring phrases to lists of proper names.

Russellian and medieval theories of refetring phrases and
their various modes of reference.

These theories were unnecessarily complicated by bring-
ing in concepts ‘meant’ by referring phrases and (in Rus-
sell’s case) nonrelational ‘combinations’ of objects.
The multiply ambiguous term “denoting” is best
avoided. Suppositio.

A referring phrase is only a quasi subject, not a subject.
Frege’s analysis of propositions containing referring
phrases.

The ‘scope’ of referring phrases.

The canceling-out fallacy.

The modes of reference of “some” and “any” phrases.
Confused suppositio—the mode of reference of “a
phrases.

Referring phrases do not require namely-riders if their
suppositio is confused.

Confused suppositio and disjunctions of proper names.
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A paralogism of Berkeley's explained in terms of con-
fused suppositio.

The mode of reference of “every” phrases: conjunctive
suppositio.

This kind of suppositio, as distinct from the distributive
suppositio of “any” phrascs, was not noticed by most
medieval logicians, but was so by Russell.

My explanation fits almost all Russell’s examples of re-
ferring phrascs.

Russell’s attempted explanation of the distinction be-
tween “any” and “every” is diffcrent, but is anyhow in-
consistent with his own examples.

The distinction between “every” and “any” enables us to
avoid fallacies.

It will, however, be shown that this no more justifies us
in accepting the doctrine of suppositio than the falla-
ciousness of syllogisms with ‘undistributed middle’ jus-
tified our accepting the doctrine of distribution.

FOUR The Shipwreck of a Theory

Truth-conditions for propositions that contain referring

‘@

phrases formed with the applicative “some”, “any”
“most”, “cvery”, or “a”.

Iixposition of the dictum de omni principle.

By applying the dictum de omni to “most” phrases, we
clear up an old puzzle.

Apparent exceptions to the dictum de omni, where we
are dealing with portmanteau propositions.

A proposition may be an apparent exception because it is
not genuincly formed, as it appears to be, by attaching a
predicable to a referring phrasc as quasi subject. Illus-
trations with “most”, “a”, and “every” phrases.

At first sight the medieval or Russellian type of theory
seems to give a very good account of propositions got by
filling the blanks of a two-place predicable with referring
phrascs.

If, however, we fill up the two blanks with a “some”
phrasc and an “any” phrase, the rules land us in diffi-
culty.

Russell and the medievals could dodge this difficulty
with supplementary rulcs.
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These rules are awkward and artificial, and no such
device would remove a similar difficulty over a pair of
“most” phrascs.

The key to our problem is that the order of insertion of
the two phrases into the proposition makes a difference.
William of Sherwood unwittingly attained this concep-
tion.

The fallacies that the referring-phrase theory sought to
avoid, and the apparent exceptions to the dictum de
omni that it generates, can all be dealt with in terms of
the two notions: order of filling up, and scope. We may
therefore reject the alleged distinction between “any”
and “every”, and between “some” and “a”.

Our results help us to understand the modern symbolism
of quantifiers and bound variables.

FIVE Pronominal Reference: Relative Pronouns

Further remarks on the relation of bound variables to
pronouns in the vernacular.

Logically and grammatically relative pronouns.
Defining and qualifying rclative clauses. A provisional
account of the difference.

Are complex terms of the form “A that is P” genuine
logical units?

Reasons for denying this: in such phrases we have to split
up “that” into a connective (not always the same one)
and a logically relative pronoun, and with this the whole
appearance of a complex term vanishes like a mirage.
“Such that” is an all-purpose connective whose am-
biguity is resolved contextually.

Cannot definitions of terms be given in the form “A that
is P”? Solution of this difficulty. All names, and all
substantival terms, are syntactically simple.

Proper names and definite descriptions.

Do relative pronouns ever pick up a reference made by a
term used elsewhere? ‘Pronouns of laziness' may, but
others do not.

A sort of example given by Strawson is no exception.
We must be cautious over classifying a pronoun as one
of laziness.

Sometimes the work of pronouns answering to bound
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variables is work that could be done by the logical con-
stants of the calculus of relations—which shows how
superficial the jargon of “variable” and “constant” really
18.

A reflexive pronoun does not have the same reference as
its antecedent.

Walter Burleigh on the suppositio of reflexive pronouns.
A reflexive pronoun cannot be taken as filling up one
blank in a two- or many-place predicable.

Rather, a reflexive pronoun fills up both places in a
two-place predicable, but its own requirement for an
antecedent reintroduces an empty place. This account is
easily extended to many-place predicables. The matter
illustrated by diagrams.

There are connected puzzles about those uses of bound

variables which correspond to the use of reflexive pro-
nouns.

SIX  Pronominal Reference: Indefinite Pronouns

List of the pronouns to be discussed—a miscellaneous
lot.

“Anything, everything, something” and the noun
“thing”.

We might try splitting up “something that is F” into
“some” and “thing-that is F”; here “thing-that” would
be a logically simple sign with the role of transforming a
predicable “is F” into something that can occur in sub-
ject position.

This might be used to explain the systematic ambiguity
whereby a substantival general term can shift about be-
tween subject and predicate position.

But to take “thing that is F” as a sort of complex name is
open to some of the objections raised in section 72 to a
similar view of “A that is F”.

Analyzing away this sort of phrase leaves us once more
with unanalyzed occurrences of “anything”, “something”,
and the like.

Are phrases like “any A” and “some A” analyzable in
terms of the corresponding “-thing” pronouns and
merely predicative occurrences of *A”? Reasons to deny
this.

22

158
159

161

162

170

171

172

173

173

02
93
94

95

97

99

100

101

102

103

104

105

106

Analytical Table of Contents

Frege's views on identity and countability.

An alternative view of unrestricted quantifiers.
Application of this view to quantifiers that reach into an
oratio obliqua clause. .
Quantifiers  with  proper-name variables and with
general-term variables. These two sorts of quantifier re-
late to the same entities. Proper-name variables can
occur in a language that includes no proper names.
The crror of Quine’s slogan “To be is to be the value ofa
variable”. Only predicable expressions can fill the blank
in “There is ”. and empty proper names, unlike
empty predicables, have no place in language used to
convey information.

Empty proper names in oratio obliqua clauses constitute
only an apparent exception.

The forms “For some x, x is F”, “There is something
that is F”, “Something or other is F”, “There exists
something that is F”, are in very many cases equivalent.

SEVEN The Logic of Lists

Lists of proper names; their mode of significance. A
proper name is a one-item list.

The modification of a predicable by an applicative (of a
certain class) yiclds a predicable that can be attached to
an arbitrarily long list as subject; the truth-condition of
this predication is that a certain disjunction of conjunc-
tions of singular propositions should be true.

The interpretation of predicates that take lists as subjects,
for the degenerate case of one-item lists.

It is only an incidental effect of applicatives to remove
ambiguities in truth-conditions.

Solution of an old puzzle about suppositio. There is no
need to ascribe to a list various modes of reference; one
must ‘separate the concept all from the truth-function’.
Generalization of our results to many-place predicables
and to lists of arbitrary finite length.

A substantival general term can take the place of a list as
a logical subject; it is by itsclf a logical subject and does
not go with an applicative to form a quasi subject.
Truth-conditions for categoricals with empty general
terms as logical subjects.

176
177

179

183

185

186

188
191

191

192
195

195

200

202




Analytical Table of Contents

107  What are we to say when the things covered by a general
term cannot be listed?

108 The applicative “only”: restricted and unrestricted exclu-
sive propositions.

109 The pronouns “the same” and “(an)other”.

110 Proper and common names.

Appendix
Bibliography

Index

24

205
207

211
215

219

221

223

REFERENCE AND GENERALITY
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Some Medieval and Modern Theories



One

The Doctrine of Distribution

1. Before modern quantification theory, logic books would sig-
nify a term’s logical quantity by prefixing “all” or “any” or “ev-
ery”, or on the other hand “some”. It was held that when a
general term, say “man”, is used in making a statement, the
statement is not fully understood unless we know how much of
the extension of the term the statement covers—the whole exten-
sion, any and every man, or just part of the extension, some man
or men. This question “how much?” is answered by noticing the
signs “all”, “any”, “every”, or again “some”, prefixed to the term;
so these are quantifiers or signs of logical quantity, universal or
particular as the case may be. The use of the verb “quantify” and
the noun “quantification” in this connection appears to derive
from Sir William Hamilton.

This doctrine of the quantifiers is a part of the traditional
doctrine of distribution. Now the concept of distribution has a
very peculiar position in logic. Although this concept is used by
people who think Aristotelian logic is the only logic a philosopher
ought to recognize, it was wholly unknown to Aristotle; there is
no Greek word for “distributed” or “distribution”, and the ap-
pearance of such terminology in the Oxford translation of the
Organon is just a mistake. Aristotle never tests the validity of
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syllogisms and inferences by rules of distribution; he has entirely
different tests. Lukasiewicz’s work on Aristotle’s syllogistic rightly
makes no mention of distribution.

Logicians have indecd bcen remarkably incurious as to the
origin and validity of the distribution doctrine; one textbook
writer will simply copy the stuff about distribution from another.
This practice is not confined to traditional ‘Aristotelian’
textbooks; such elementary textbooks of modern symbolic logic as
include a treatment of syllogistic (rightly regarded as a valid,
though restricted, formal theory) commonly include the doctrine
of distribution as something unquestionably correct, even if other
details of the ‘Aristotelian’ tradition (e.g. the validity of Darapti)
arc called in question.

2. Now we need only look at the doctrine of distribution with a
little care to see how incoherent it is. I shall use as a source book
Keynes's Formal Logic. Keynes was a good logician; his merits
were great, his logical perceptions unusually keen; if he could not
make good sense out of the doctrine of distribution, I think no-
body could. In fact, later expositions are certainly no better than

his.

A term is said to be distributed when reference is made to all the
individuals denoted by it;. . . undistributed when they are referred to
only partially, that is, when information is given with regard to a
portion of the class denoted by the term, but we are left in ignorance
with regard to the remainder of the class.!

It is worth notice that in this account, and quite standardly,
“undistributed” does not simply mean “not distributed”; the term
“distributed” is associated in the explanation with the particle
“all”, and “undistributed” with the adverb “partially”, a literary
variant for “some”. Moreover, we must unsnarl a small tangle
that arises from a conflation of a more recent class logic with an
older logic of terms. The whole talk about classes as such in this
passage is inessential. We might in fact imagine Keynes's text

emended so as to read: “. .. information is given with regard to

'Keynes, p. 95.
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some individual(s) among those denoted by the term, but we are
left in ignorance about the rest of them.” This rewording would
not introduce any concept or doctrine that Keynes would object
to; it would simply make the position clearer by not raising irrele-
vant puzzles about classes.

Keynes, like many writers, plays fast and loose in his use of
schematic letters like “S™ and “P”; you find, for example, in onc
and the same context the phrase “every 8”7, which requires that
“S” be read as a general term like “man”, and the phrase “the
whole of S”, which requires that “S” be a singular designation of
a class taken collectively, like “the class of men”; obviously
“man” and “the class of men” are wholly different sorts of expres-
sion. The term “class name”, which may be applied to either sort
of expression, serves only to perpetuate confusion, and I shall
avoid it. I shall also avoid the phrase “all S”, as in “All S is P”;
for here also “S” may be taken as a general term (as in “All gold is
malleable”) or as a singular designation of a class (“all the class of
men”). “All Ss” on the other hand is unexceptionable, since here
“S” must be taken as a general term that has a plural.

3. Taking Keynes’s text as amended, we find mention of two
distinct semantic relations in which a term may stand to an
individual, say “man” to an individual man: denoting and refer-
ring. “Man” regularly denotes each and every man; it refers,
however, now to some men only, now to all men, according to
context, and is accordingly undistributed in the one sort of con-
text, distributed in the other. For example, Keynes goes on, it
‘follows immediatcly’ that “man” is distributed in a statement
about cvery man, “Every man is P”, and undistributed in a
statement about some man, “Some man is P”.

What then is ‘referring’, and how does it differ from denoting?’
The whole doctrine hinges on this distinction, but neither
Keynes's nor any later exposition tells us what the distinction is.
The term “denoting”, as here used, is itself none too clear; I think
it covers up a fundamental confusion, between the relations of a
name to the thing named and of a predicate to what it is true of.

Indeed, the doctrine of distribution gets all its plausibility from
assimilating nouns and noun-phrases generally to proper names
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as regards their manner of signification. “Churchill” stands for
Churchill; so “man” stands for man—for any man; and “every
man” stands for every man; and “some man” just stands for some
man. Only we said just now that “man” regularly stands for any
man! No matter; we can set things straight by using a pair of
distinctive terms, instead of the one term “stands for”. “Chur-
chill” denotes, and also refers to, Churchill; “man” always de-
notes every man, but refers to every man when preceded by
“every” and not when preceded by “some”. We can then define a
distributed term as a term that refers to whatever it denotes; thus
“Churchill”, and “man” in the context “Every man is P”, will
both be distributed terms. Making sense of this depends on the
distinction between denoting and referring; but who is going to

ask what that distinction is, so long as there are the two words to
use?

4. Even if we knew what ‘referring’ was, how could we say that
“some man” refers just to some man? The question at once arises:
Who can be the man or men referred to? When 1 say “Some men
are P”, does the subject-term refer to just such men as the predi--
cate is true of? But then which men will the subject-term refer to
if a predication of this sort is false? No way suggests itself for
specifying which men from among all men would then be re-

ferred to; so are we to say that, when “Some men are P” is false,

all men without exception are referred to—and “men” is thus

distributed? :

One might try saying that, when “Some men are P” is false,
“some men” is an expression intended to refer to some men, but
in fact fails so to refer. But if in the sentence represented by
“Some men are P” the subject-term is meant to refer to some
men, but fails to do so, then the sentence as a whole is intended
to convey a statement about some men, but fails to do so—and
therefore does not convey a false statement about some men,
which contradicts our hypothesis. Nor could one say that what
the subject-term is referring to is just some man or men, not a
definite man or a definite number of men; for, pace Meinong,
nothing in this world or any possible world can be just some man
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or men without being any definite man or any definite number of
men.

5. The view that in an assertion of the form “Some man is P”
“some man” refers to some man seems to make sense because as
regards any assertion of this form the question “Which man?” is
in order, and if the assertion is true the question can be answered
by naming a man who is P. But we get into difficulties even if we
ignore false assertions of this form. Suppose Smith says, as it
happens truly: “Some man has been on top of Mount Everest.” If
we now ask Smith “Which man?” we may mean “Which man
has been on top of Mount Everest?” or “Which man were
you, Smith, referring to?”. Either question is in order; and if
what Smith says is true the first must have an answer, whether or
not Smith knows the answer. But though it is in order to ask
whom Smith was referring to, this question need not have an
answer; Smith may have learned only that some man has been on
top of Mount Everest without learning who has, and then he will
not have had any definite man in mind. '

I here mention personal reference—i.e. reference in a sense
corresponding to the verb “refer” as predicated of persons rather
than of expressions—only in order to get it out of the way. Let me
take an example: Smith says indignantly to his wife, “The fat old
humbug we saw yesterday has just been made a full professor!”.
His wife may know whom he refers to, and will consider herself
misinformed if and only if that person has not been made a full
professor. But the actual expression “the fat old humbug we saw
yesterday” will refer to somebody only if Mr. and Mrs. Smith did
meet someone rightly describable as a fat old humbug on the day
before Smith’s indignant remark; if this is not so, then Smith’s
actual words will not have conveyed true information, even if
what Mrs. Smith gathered from them was true.

In any case, as Keynes is using the verb “refer”, what matters is
not which individual the utterer of a proposition had in mind,
but what reference was conveyed by the actual expressions used.
If Smith did not have any definite man in mind, then obviously
Smith’s use of the phrase “some man” did not convey a reference
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to any definite man. If Smith did have a definite man in mind,
there is, as we just saw, a common use of “refer” in which we can
say Smith referred to that man; but it does not follow that the
actual phrase “some man” referred then and there to the man in
question. Suppose that when Smith made his statement he had
in mind Sir Vivian Fuchs, whom he falsely believes to have been
on top of Mount Everest: then Smith may be said to have been
referring to Sir Vivian Fuchs, but what he actually said conveyed
no such reference. For what Smith actually said was true; but if it
conveyed a reference to Sir Vivian Fuchs, it would have to be
taken as a predication about him, and then it would be false. So
even if the person who uses the phrase “some man” may be said
to have referred to some definite man, that is no reason for saying
that the phrase “some man” actually conveys a reference to some
man.

6. An argument devised by Miss Elizabeth Anscombe shows
that at least we cannot suppose “some man” to refer to some man.
in one single way; we should have to distinguish several types of
reference—it is not easy to see how many. Let us suppose that we
can say “some man” refers to some man in a statement like this:

(1) Joan admires some man

that is, a statement in regard to which the question “Which
man?” would be in order. Let us call this type of reference type A.
Then in a statement like the following one:

(2) Every girl admires some man

“some man” must refer to some man in a different way, since the
question “Which man?” is plainly silly. If, however, we take a
case coming under the general statement (2), such as (1), the
question “Which man?” will be in order. Thus we might distin-
guish a second sort of reference: “some man” has type-B refer-
ence to some man in general statements like (2), under which
there come particular cases, like (1), that exemplify type-A refer-
ence.
But now consider this very statement:
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(3) In general statements of the type just described, “some
man” has type-B reference to some man.

Plainly “some man” occurring at the end of (3) has not a type-A
reference to some man, since the question “To which man?”
would be silly. We might suppose that since (3) is a general
statement there would here again be a type-B reference as in (2).
If that were so, in any particular case under (3) “some man”
would have type-A reference. This, however, is false; for if we
take the following casce under (3):

(4) At the end of (2), “some man” has type-B reference to
some man

then here again, as with (2) itself, the question “Which man?” is
silly; so (4) is not an instance of type-A reference; so (3) cannot be
an instance of type-B reference. Thus (3) exemplifies a third type
of reference that “some man” has to some man.

Thus far I have given Miss Anscombe’s argument. As I have
said, it is hard to sce how many types of reference we should have
to distinguish on these lines. For instance, we might go on to ask
what sort of reference “some man” has at the end of (4). The fact
that (4) is about the occurrence of “some man” at the end of (2)
certainly does not prove that “some man” at the end of (4) has the
same sort of reference as “some man” at the end of (2); and one
might argue on the other side that (4), unlike both (2) and (3), is a
singular statement from which we cannot descend to particular
cases, and therefore presumably exemplifies a different sort of
reference from both (2) and (3). We have already scen that “some
man” at the end of (4) has not type-A reference; if it has not
type-B reference either, it will have its own type of reference, say
type C; and then (3) would have yet another type of reference,
type D, related to type C as type B is to type A—that is, if we take
a general statement in which type-D reference of “some man”
occurs, then in particular cascs under that general statement we
shall have “some man” occurring with a type-C reference to
some man.

To these complexitics it is hard to sce an end. Of course they
do not show that it is wrong to take “some man” as referring to
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some man; but they do rob this view of the simplicity and
straightforwardness that made it intuitively acceptable.

7. We have not made much of the idea that an undistributed
term refers to some of the things it denotes; can we make anything
of Keynes’s other statement about an undistributed term—that we
get information only about some of the individuals denoted by
the term, and ‘are left in ignorance with regard to the remainder’
of them? Many writers have used this sort of language about
undistributed terms quite unsuspectingly; Keynes seems to have
had an obscure idea that something was wrong, since he adds in a
footnote that, if by “some” we understand “some but not all”,
then the information that some Ss are Ps does not really leave us
in ignorance as to the remainder of the Ss. Yet Keynes does not
go on to deny that the subject-term in “Some Ss are Ps” is
undistributed when “some” is taken to mean “some but not all”.
Thus a clear and reliable criterion for a term’s being undistri-
buted is not supplied by the two distinguishing marks that Keynes
gives us; we cannot get a coherent idea either of a term’s referring
to ‘some’ of the individuals it denotes, or of the way its use ‘leaves
us in ignorance’ about ‘the remainder’ of these individuals.

8. Many logicians have taken for granted that “all men” refers
to all men and “some men” just to some men; and [ have even
sometimes come across the view that “no men” refers to no men,
or to a class consisting of 0 men. Do not suppose that this is too
absurd a view to have been put forward by a logician; for Boole
and Schroeder introduced the null class into logic with a forged
passport identifying it as the class signified by the word
“nothing”—a procedure that has been followed by some more
recent logicians in order to jolly their young readers into accept-
ing the null class. The actual idea of a class consisting of o cats
seems to be involved in the following sophism, traditional among
schoolboys:

Some cat has one more tail than no cats have;
Three tails is one more tail than two tails;

No cats have two tails;

Ergo, some cat has three tails.

34

Doctrine of Distribution

The first premise suggests that, since n (normal) cats have n tails
between them, o cats have o tails between them, and that accord-
ingly there is some cat that, having one tail, has one more tail
than o cats have between them.

We can see, however, that this is nonsense. If a class were
taken as consisting of its members, there could be no place for a
null class in logic; when “nothing” or “no man” stands as a
grammatical subject, it is ridiculous to ask what it refers to. The
phrases “no men” and “men alone” are grammatically formed
like “wise men”, by attaching an adjective to “men”; but whereas
“wise men” might be said to ‘denote’ certain men, who form a
definite part of the class of men, this is clearly not true of “no
men” or of “men alone”. Although it might seem sensible to ask
which portion of the class of men is constituted by the men
referred to as “all men” or “some men”, we may be led to doubt
the legitimacy of this question; if we once think of comparing the
adjectival uses of “all”, “some”, “no”, and “alone”—*"all men
laugh, some men laugh, no men laugh, men alone laugh”—we
see that none of these has the role of marking out part of a class.

9. As Isaid earlier, modern writers on the doctrine of distribu-
tion fall into needless obscurities because they haltheartedly use a
class terminology which came into fashion long after the doctrine
had become stereotyped and does not really fit in with it. Indeed,
on a thoroughgoing class interpretation of categoricals there is
just no place for distribution. If the terms “S” and “P” are consis-
tently understood to stand for two classes taken collectively, then
they cannot be taken to refer to ‘portions’ of these classes, nor yet
to individual members; so there can now be no question when a
term is distributed—no question when it means ‘the whole’ of a
class and when just ‘a portion’ of it, or when it means all the
members and when just some of them. Phrases like “all men”
and “some men” will not on this interpretation have any refer-
ence at all; “all” and “some” will be significant, not as prefixes to
single terms, but as parts of logical frameworks with places for two

terms, “All are ”, “Some are ——, “Some
are not ”; similarly, “no” and “alone” will be significant as
parts of the frameworks “No are v alone are
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”; cach such framework will express a definite relation be-
tween two classes taken as wholes. 1am not here advocating such
a class interpretation of categoricals, but only pointing out that it
cannot be combined with a doctrine of distribution.

10. | have argued that the doctrine of distribution, though it
looks intuitively acceptable when applied to subject-terms, will
not really work even there; and its application to predicate-terms
is even morc open to exception. On the face of it, if I use the term
“man” in the context “. .. is a man” or “. .. isn’t a man”, it is
mere nonsense to ask which man or men would be referred to, or
whether every man or just some man would be meant. If [ said
“Tibbles isn’t a dog” and some nonphilosopher asked me with
apparent seriousness “Which dog?”, [ should be quite
bewildered—I might conjecture that he was a foreigner who took
“isn’t” to be the past tense of a transitive verb.

There are ways, however, of making this sort of question look
like sense. If “man” occurs as a predicate in some true proposi-
tion with the general term “S” as subject, then “S” is truly
predicable of some man, but not necessarily of every man; this is
supposed to show that “man” is undistributed in “Every (or
Some) S is a man”. Likewise, if “No S is a man” is true, then we
can truly say of every man that he is not an S; this is supposed to
show that “man” is distributed in “No S is a man”. In some such
way, students are led to accept the traditional laws: In a universal
or particular affirmative, the predicate-term is undistributed; in a
universal negative, the predicate-term is distributed.

11.  As we saw, singular terms are counted as distributed, be-
cause they refer to whatever they denote; so singular propositions
are traditionally assimilated to universal ones as regards the distri-
bution of their terms. The subject-terms being distributed alike in
both sorts of proposition, it is presumed that the predicate-term
will be distributed or not in a singular proposition according as it
is distributed or not in a corresponding universal proposition—
i.c. “man” would be undistributed in “John is a man”, as in
“Every S is a man”, and distributed in “John is not a man”, as in
“No § is a man”.
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Here the doctrine limps at every step. Even if we waive objec-
tions to treating as ‘distributed terms’ both singular terms and
gencral terms prefaced with “every” or “no”, it would not follow
that the predicate-terms in singular propositions must correspond
in their distribution or nondistribution to those of universal prop-
ositions. For now we can no longer test for the distribution of
“man” in “John is (isn’t) a man” by asking whether, if this propo-
sition were true, the subject-term would be truly predicable of
every man or somc man or no man; a proper name cannot stand
as a predicate-term at all—it stands for an individual, not for
somcthing that docs or does not hold good of individuals. Perhaps
the best that can be donc is to use the predicable term “identical
with John” as proxy for “John” in predicate position, and convert
“John is (isn’t) a man” into “Somec (No) man is identical with
John”. But bad is the best.

12.  Difficulties arise also for the predicate-terms of particular
negatives; for from “Some S is not P” it is not possible within the
traditional system to infer any categorical beginning either “Every
Pis...” or “Some P is . ..”. The traditional doctrine that “P” is
herc a distributed term, referring to every P, is upheld by mere
fallacies; writers hurry over the topic, as over a thin patch of ice.
Keynes gives us a typical ‘proof that “P” is distributed:

Again, if I say Some S is not P, although I make an assertion with regard

to a part only of S, I exclude this part from the whole of P, and
therefore the whole of P from it.2

As before, Keynes’s class terminology obscures the matter: let us
amend “with regard to a part only. .. the whole of P from it” to.
“about only some of the Ss, I exclude these from among all the
Ps, and therefore exclude all the Ps from among them”. We may
now ask: From among which Ss arc all the Ps being excluded?
Clearly no definite answer is possible; so Keynes has simply failed
to exhibit “Some S is not P” as an assertion about all the Ps, in
which the term “P” is distributed.

ZKeynes, p. 9s.
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Of course, if “Some S is not a man” is true, then of every man
we can truly say: “Not he alone is an S”. But obviously such a
form of predication as “Not alone is an S” falls right outside
the traditional scheme; and the admission of such forms would
wreck the doctrine of distribution anyhow. If we say that in
“Some S is not a man” “man” is distributed, on the score that
this sort of statement about every man is inferable, then we must
also allow that “dog” in “Some dog is white” is distributed, on the
score that it entails that we can say as regards every dog “Either he
is white, or not he alone is a dog”.

13. The doctrine of distribution has been supposed to be useful
as supplying a test for the validity of inferences. The two rules by
which invalid forms of reasoning are supposed to be eliminated
are the rule against ‘illicit process’ and the rule against ‘undistri-
buted middle’.

The ‘illicit process’ rule is not restricted to arguments of syl-
logistic structure: it is e.g. traditionally applied to ‘immediate’,
single-premise, arguments. It forbids our inferring a conclusion
in which a term occurs distributed from a premise or premises in
which the term’s only occurrence is undistributed. Otherwise, it
is argued, we shall be trying to get information about every S
when in the premise(s) we are informed only about some S; and
how can that possibly be legitimate?

I answer that it may very well be legitimate. Certainly this is an
invalid schema:

(A)Some S is P; ergo cvery S is P.

But an invalid schema may have valid arguments as instances,
and this one in particular has. We need not develop this objec-
tion, however, for the argument-forms traditionally stigmatized
as involving ‘illicit process’ neither are overtly of form (A) nor can
be shown to involve an argumentative step of that form. Rather,
they conform e.g. to one of these patterns:

(B) Some S is P; ergo every (no) S is Q,
(C) p; some S is P; ergo every (no) S is Q
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where “p” stands in for a premise in which “S” does not occur.
But the invalidity of (A) gives us no shadow of reason for stamping
a schema as invalid because it can be assimilated to (B) or to (C).
It may be that all the schemata picked out by this test from some
restricted class are in fact invalid; that does not mean the test is
sound. People who uphold the ‘illicit process’ rule on the grounds
usually given may be suspected of first considering form (A) and
then reasoning thus:

(D) Some arguments from some to all are invalid; ergo, all
arguments from some to all are invalid.

And (D) of course must itself be invalid, just because its premise
is true; for if (D) is valid, its conclusion is true; and in that case,
being itself an argument from some to all, (D) will be invalid.
The conclusion of (D) is in fact easily shown to be false: the
following schema is assimilable to pattern (B), but is valid:

(E) Some S is P; ergo every S (is such that) either (it) is P or
not (it) alone is S.

We have already found how hard it is to make sense of the
traditional view that “S” in “Some Q is not S” is distributed; but
if we waive these difficulties, we find that on that view the ‘illicit
process’ doctrine breaks down altogether, even within traditional
logic. For it has long been known that by a series of steps each
counted as valid in traditional logic finally “Some Q is not S”
may be inferred although the only occurrence of “S” in the
original premise(s) is undistributed.? Keynes honestly states, but
does not satisfactorily resolve, this difficulty.

As we have so far considered it, violation of the ‘illicit process’
rule involves that a term shall occur undistributed in a premise
although distributed in the conclusion, and we have construed
“undistributed”, in traditional style, as meaning implicit or
explicit quantification of a term with “some”. A variant form of
the rule, also to be found in traditionalist logicians, would make
an argument invalid if the term T occurring distributed in the

3See Keynes, pp. 139f., 297f., and Geach, pp. 62-64.
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conclusion were merely not distributed at its sole occurrence in a
premise. This imposes a stronger requirement, for of course T
need not occur quantified either with “every” or with “some”,
whether explicitly or implicitly. In this form, the rule is more
vulnerable by counterexamples, like this one:

(F) Most Ss are M; most Qs that are S are not M; ergo,
some S is not Q.

“Q” is not distributed nor undistributed at its sole occurrence in
the premises; neither “all Qs” nor “some Qs” could replace
“most Qs” without altering the premise essentially; on the other
hand, “Q” would count as distributed in the conclusion. But (F)
is formally valid, and this can be shown by a purely logical
consideration, not by rcasoning about the numbers of elements
in classes: if the conclusion were false, then the Ss would be the
same as the Qs that arc S, and then both premises could not be
true.

The logic of the quantifier “most” has been strangely neglected
since Sir William Hamilton urged that “most” ought to be recog-
nized on a level with “some” and “all”. Consideration of this
quantifier is however useful to logicians, if only because it may
rid them of prejudices got by concentrating on “some” and “all”
(which are indeed far more important). I have just been using an
example with “most” in it to refute one form of the rule against
‘illicit process”. Friends of the traditional logic may protest that
the rule was never intended to apply to such examples. But if the
expositors of the rule were appealing to genuine logical insights,
as they purport to be doing, then the rule could be extended to
cover my example too; the way the rule breaks down here shows
on the contrary that it embodies nothing but inherited supersti-
tion.

One objectionable feature of traditional doctrine is the state-
ment, copied from one textbook into another, that for syllogistic
purposes “Most Ss are P” has to be ‘put into logical form’ as
“Some Ss are P”. For example, Luce tells us that “most” is onc
way of introducing a particular proposition, along with “some”;*

“Luce, p. 54.
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Copi similarly tells us we have to ignore the difference between
“most students” and “some students.”S Obviously “Most Ss are
P” is stronger than “Some Ss are P”; but the idea scems to be that
this added logical strength is unusable (it is, so to say, energy that
the engine cannot convert into mechanical work but must reject
as waste heat). It comes as no surprisc that Keynes had long since
explicitly rejected this falschood.® The example of a valid argu-
ment with two “most” premises that I have just given would turn
into an invalid argument if in either premise “most” were re-
placed by “some”.

The rule against ‘illicit process’ appeals, though in an unsound
way, to general considerations about what can be derived from
what, and is not restricted to arguments of one special form. The
rule against ‘undistributed middlc” on the other hand is restricted
to arguments of syllogistic form: in the two premises, a ‘middle
term’ is predicatively linked to another term, and this term disap-
pears in the conclusion, where the two other terms are linked
together. The rule requires that the middle term shall occur
distributed in at least onc of the two premiscs. (In spite of the
traditional meaning of “undistributed”, the rule is prescribing
such distributed occurrence; not forbidding the occurrence in
the premises of a middle term undistributed, i.e. explicitly or
implicitly quantified with “some”.)

The attempts to show that this rulc has an intuitive basis are
pitifully feeble. The best that Keynes can do is to produce a
certain pair of premises from which no conclusion can be drawn
combining “S” and “P”, this pair being, as it happens, one in
which the middle term “M” is not distributed: as if this showed
that all arguments lacking a distributed middle term are invalid.”
Keynes was indeed aware, as we shall sce (section 57), that there
are cases in which this rule breaks down: no wonder he was not
able to say much in its support.

Let us then take a typical exposition of the rule from a contem-
porary textbook of traditional logic: A. A. Luce tells us that if the
middle term is not distributed at least once “it might be taken in

SCopl. p. 232.
8Keynes, pp. 104, 377-
7Keynes, p. 288.
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one part of its extension in one premise, and in a different part of
its extension in the other: and then the premises would fall asun-
der.”® The idea no doubt is that one premise might be true in
virtue of what held good of one lot of things covered by the
middle term and the other premise in virtue of what held good of
another such lot, and then these two bits of information might
not be combinable to yield a categorical conclusion that linked
the two remaining terms. The sort of case that makes this plausi-
ble is the premise-pair “Some S is P; some S is Q”, from which
we certainly cannot infer anything about Ps’ bemg Q or Qs

being P.

Let us however take another example. From the premise-pair:
Every A is M; most Ms are B

we of course cannot infer “Some A is B”; and the supporters of
the ‘undistributed middle’ rule would no doubt explain this by
saying that on an interpretation of the terms that makes both the
premises true, the As might all fall among the minority of Ms
that were not B. Similarly we cannot infer “Some A is B” from
the premise-pair:

Most Ns arc A; cevery B is N.

But now let us combine the two premise-pairs. Obviously “M”
cannot become distributed in the premises in which it occurs
because we add two more premises in which it does not occur;
and the same goes for “N”. And indeed by the doctrine of distri-
bution we can no more infer a conclusion from two premise-pairs
with ‘undistributed middle’ in each pair than from one such pair.
But these four premises do yield the conclusion “Some A is B”.

Nor is this conclusion obtainable only by algebraic considera-
tions about the supposed numbers of individuals in each of the
classes involved. It is possible to derive a contradiction from the
conjunction of our two premise-pairs with the negation of the
conclusion, “No A is B”, by a series of steps each of which would
count as purely ]ogxcal by the canons of traditional loglc if only
the quantifier were “some” or “all” instead of “most”.

8Luce, p. 88.

42

Doctrine of Distribution

(G) (1) Every A is M. (2) Every B is N.
(3) Most Ms are B. (4) Most Ns are A.

From (1) we get: (5) Every A is MA; and from (2), similarly: (6)
Every B is NB.

From (4) and (5) we get: (7) Most N's are MA.

From (3) and (6) similarly we get: (8) Most Ms are NB.

From (7) we get: (9) Most MN's are A.

From (8) similarly we get: (10) Most MN's are B.

Notice that each of these last four steps would remain valid if
we replaced the quantifier “most” in the premise and the conclu-
sion by “all” both times or by “some” both times. So also would
the following step remain valid under such substitutions:

From (g) and “No A is B” we get: (11) Most MN's are not B.
But (10) and (11) are inconsistent. So (1), (2), (3), (4), and “No A
is B” are an inconsistent set. So from (1), (2), (3), and (4) this
follows: “Some A is B”. Q.E.D. .

Although the moves of inference I have here performed with
“most” propositions may fairly count as purely logical, tra-
ditionalist logicians may be expected to object to the use of such
premises at all. But it does not lie in their mouths to do so if they
are prepared to appeal to their intuitive grounds for the ‘undistri-
buted middle’ rule as explaining why in the deduction (G) the
conclusion does not follow from (1) and (3) alone, nor from (2)
and (4) alone. And they have still less of a case if they put out the
preposterous untruth that by purely logical manipulations a
“most” premise cannot yield a stronger conclusion than the cor-
responding “some” proposition. Argument (G) is a further refuta-
tion of this untruth, for “Some A is B” could not be deduced if
either (3) or (4) were replaced with a “some” proposition.

14. Difficulties about the rule against ‘illicit process’ have in
fact long been known. In one old statement of the rule, there is
mentioned as a difficult case an argument essentially like the
following one:

Every donkey that belongs to a villager is running in the
race;

Brownie is not running in the race;

Ergo, Brownic is not a donkey that belongs to a villager.
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The difficulty was that “villager” scemed to be distributed in the
conclusion but undistributed in the premise.?

What suggested this difficulty to my old author? I supposc he
was puzzled by the fact that in the premise “a villager” is replace-
able by “some villager”, and not replaceable by “every villager”,
without changing the force of the premise; whereas in the conclu-
sion “a villager” is replaceable by “any villager” without changing
the force of the conclusion. This reasoning is not decisive; for in
the premisc too “a villager” is replaceable by “any villager”,
though not by “cvery villager”. But then, the doctrine of distribu-
tion has no room for a distinction between “any” and “cvery”’—
cither word is just a sign of distribution.

My old author has no such distinction; his solution is that what
counts as distributed or undistributed for the purpose of syllogistic
theory is not “villager” but “donkey that belongs to a villager”.
This term is distributed in the premise as in the conclusion; he
argues that validity of the syllogism requires only that “donkcy
that belongs to a villager” be unambiguously used in premise and
conclusion—the internal structure of this complex term is irrele-
vant. But this docs not answer, nor can it stop us from asking, the
question whether “villager” is undistributed in the premise and
distributed in the conclusion.

If we tried saying that “villager” is distributed in the premise,
the traditional theory still could not stand. First, we should need
to distinguish “every” and “any”, in a quite untraditional way.
Secondly, we should have to say that in this equivalent form of
the premise:

Every donkey that belongs to some villager is running in
the race

“villager” is distributed, and refers to any villager. On the other
hand, in this proposition:

Every donkey that belongs to cvery villager is running in

the race

°This cxample comes from an appendix at the end of the Modernorum
summulae Logicales (Mainz: Peter Drach, 148¢). I owe this reference to Profes-
sor Kncale.
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we must say that “villager” is not distributed and docs not refer to
every villager. For we could not go on to syllogize thus:

Hobson is a villager; _
Ergo, every donkey that belongs to Hobson is running in
the race

since a donkey could very well be one of Hobson’s donkeys with-
out being a communal donkey that belongs to every villager. Nor
could we say that in the proposition:

Every donkey that belongs to every villager is running in
the race

“villager” refers to some villager. At least, it is not clear what we
could mean by doing this; and certainly this proposition does not
require that the formula:

Every donkey that belongs to X is running in the race

should be true for even one interpretation of “X” as a proper
name of a villager. (We see this clearly if we suppose that every
villager has at lcast onc private donkey, whereas only the com-
munal donkeys are racing.) Thus in the context:

Every donkey that belongs to —— is running in the race

“villager” is distributed when preceded by “some”, since in this
case it seems to refer to any villager; in the same context, we
could hardly take “villager” preccded by “cvery” as referring
cither to every villager or to some villager, and thus on the tradi-
tional account it would be neither distributed nor undistributed.
(Remember that in traditional explanations “undistributed” does
not mean “not distributed” but rather “having reference just to
some of the things denoted”.) Once we lcave the hackneyed
examples, the doctrine of distribution is no guide at all.

15. If a predicate-term “P” can indeed be understood to refer
now to any and cvery P, and now only to some P, then it scems
natural to mark this fact by attaching quantifiers to the predicate
as well as the subject—"“Any S is some¢ P”; “No S is any P7;
“Some S is (isn’t) some P”. Explicit quantification of the predi-
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cate is, however, actually rejected by upholders of the doctrine of
distribution. Admittedly, the work of Sir William Hamilton, who
first advocated a systematic quantification of the predicate, is full
of mistakes, confusions, and inconsistencies; but to fasten on
these in discussing the subject is a matter of “No case; abuse
plaintiff's attorney”; one might as well denounce Boolean algebra
by fastening on Boole’s mistakes and confusions. If the predicate
is understood as distributed or undistributed, then it is understood
as quantified; and then what is wrong with Hamilton’s demand
that we be allowed to state in language all that is implicitly
contained in thought?

Like the statements of the traditional doctrine itself, the criti-
cisms of Hamilton’s theory have been copied from one texthook
to another. Writers keep on denouncing him for taking “some” to
mean “some but not all”, although he himself did not consis-
tently adhere to this reading and although one could perfectly
well quantify the predicate without adopting this reading; their
triumph over him is thus merely forensic. The actual cause for
opposition to Hamilton is mere conservatism, which comes out
amusingly in Keynes; if an explicit quantification renders the
quantity of the predicate independent of the quality (affirmative
or negative) of the proposition, then we have to admit new forms
of categorical falling outside the traditional fourfold scheme, like
“No S is some P” and “Some S is not some P”; and Keynes is
unwilling that such an enlarged schedule should ‘supersede the
fourfold schedule in the main body of logical doctrine’.'®

The form “Some S is not some P” has come in for specially
ficrce criticism. Keynes raises the difficulty that in a schedule of
propositions with quantified predicates any affirmative form is
compatible with this verbally negative form, which thus ‘is of
absolutely no logical importance’. ' But just as “Some knife is no
sharper than some spoon” is contradicted by “Any knifc is sharper
than any spoon”, we might well take the contradictory of “Some
S is not some P” to be “Any S is any P”.

In Hamilton’s own schedule this last form does not appear: the

1%Keynes, p. 207, n. 4.
"Keynes, pp. 206f.
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affirmative form with both subject and predicate universally
quantified is “All S is all P”. Indeed, if we study Hamilto.n's
schedule, 2 we find him oscillating between two ways of reading
the letters “S” and “P”. In “All S is all P”, “All S is some P”,
“Some S is all P”, and possibly in “Some S is (not) some P”, “S”
and “P” go proxy for singular designations of classes, like “the
class men”, and “all” and “some” respectively mean “the whole
of” and “a part of”. On the other hand, in “No § is any P”, “Any
S is not some P”, “Some § is not any P”, “S” and “P” must go
proxy for general terms like “man” and “animal”, and this‘read—
ing is also possible for “Some S is (not) some P”. Keynes did not
observe this flaw in Hamilton’s schedule, since he himself, as |
remarked, habitually fell into the same confusion.
An amended schedule would read as follows:

Any (or Every) S is any (or every) P.
Any (or Every) S is some P.

Some S is any (or every) P.

Some S is some P.

Some § is not some P.

Some S is not any P.

Any S is not some P.

No S is any P.

The forms 1 and 5, 2 and 6, 3 and 7, 4 and 8, would be
contradictories.

Hamilton claimed, and it would seem natural to think, that,
with the predicate-term explicitly quantified, every categorical
could be simply converted by interchanging its terms while re-
taining the quantification of each term. But in fact difficulties
arise. In the schedule above, “Any (or Every) S is some P” would
naturally be taken to mean that, for any S you take, there is some
P that that S is; whereas “Some P is any (or every) S” is naturally
taken to mean that there is some P that is any and every §, i.e.,
that is the one and only S. These arc obviously not equivalent;
yet there is no difference between them as regards the separate
quantifications of the terms “S” and “P”. Thus the import of a

IR

2Keynes, p. 195.
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categorical form is not completely determined by whether its
‘quality’ is affirmative or negative and whether the two terms in it
arc distributed or undistributed; something essential has been left
out.

16.  The traditional doctrine of distribution combines the quan-
tification of the predicate with an incoherent denial that the
predicate is ‘thought of as quantified!3>—a denial which is irrele-
vant if meant psychologically, and inconsistent if meant logically;
further, it includes what we have already shown to be an incoher-
ent doctrine that “every man” refers to every man and “some
man” to some man. Why has the doctrine survived so long?
WEell, it looks intelligible if you are not too curious; and it
supplies easy mechanical rules for judging the validity of in-
ferences.'* And for the rest—England and the United States
cling to their odd weights and measures, and all men measure
angles the way the Babylonians did, because it would be too
much trouble to change.

13Keynes, pp. 197f.
*These rules are in fact not foolproof: cf. Keynes, pp. 139f., 297f.
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17.  We saw in the first chapter that the doctrine of distribution
was clearly fallacious as regards predicate-terms but plausible as
regards subject-terms; it seemed absurd to ask which dog or dogs
the word “dog” referred to in “Jemima is (isn’t) a dog”, but not
absurd to ask this when the word occurred as a grammatical
subject, or again as part of the phrasc “cvery dog” or “some dog”.
To see whether therc is anything in this apparent difference, we
must investigate the relation of subject and predicate.

As used in this work, the terms “subject” and “predicate” will
always be linguistic terms. I shall never call a man a logical
subject, but only the name of a man; the name “Peter”, not the
Apostle, is the subject of “Pcter was an Apostle”; and not the
property of being an Apostle but its verbal expression is a predi-
cate. I shall say, however, that what the predicate in “Peter was
an Apostle” is predicated of is Peter, not his name; for it is Peter,
not his name, that is being said to have been an Apostle. In
saying that something is predicated of Peter, 1 do not mcan that
this predicate is true of or applics to Peter, but only that in some
significant sentence, true or false, it is predicated of Peter. I shall
say that a predicate is attached to a subject, is predicated of what
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the subject stands for, and applies to or is true of this if the
statement so formed is true.

The stipulations in the last paragraph arc of course arbitrary;
but it is convenient to make some such stipulations and adhere to
them. For lack of this, logicians as distinguished as Aristotle and
Russell have fallen into almost inextricable confusions, so that
you just cannot tell whether a predicate is something within
language or something represented by means of language.

Let us now try to get provisional explanations of the terms
“subject” and “predicate”. (These are not to be taken as proper
definitions.) A predicate is an expression that gives us an assertion
about something if we attach it to another expression that stands
for what we are making the assertion about. A subject of a sen-
tence S is an expression standing for something that S is about, S
itself being formed by attaching a predicate to that expression.

18.  There is a divergence between these explanations: “subject”
is defined as “subject of a sentence”, but “predicate” is not de-
fined as “predicate in a sentence”. This divergence is deliberate.
It would be very inconvenient not to recognize the same predi-
cate in “Jim broke the bank at Monte Carlo” and in “The man
who broke the bank at Monte Carlo died in miscry”; but in the
latter sentence the predicate in question is attached not to the
name of somebody to whom the predicate allegedly applies, but
to the relative pronoun “who”, which is not anybody’s name.
What makes this predicate to be a predicate is that it can be
attached to a person’s name to make an assertion about him, not
that it actually is so attached whenever it is used.

There are, however, also inconveniences about not having
“subject” and “predicate” as correlatives. We can remove these
by taking the explanation just given as an explanation not of
“predicate” but of “predicable”; the older use of the noun “pre-
dicable” is too little current in recent philosophical literature to
stop me from staking out my own claim to the term. Thus in “}Jim
broke the bank...” and “The man who broke the bank. .. died
in misery”, we have two occurrences of the same predicable, but
only in the first sentence is it actually a predicate attached to the
subject “Jim”.
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19. A further difficulty arises over the cxpression “assertion
about something”. Round this and similar expressions there is
piled a secular accumulation of logical error; we have here a
suggestion that “P” is predicated of S only if it is actually as-
serted, affirmed, that S is P. A moment’s consideration ought to
have shown that this will not do: “P” may be predicated of S in
an if or a then clause, or in a clause of a disjunction, without the
speaker’s being in the least committed to affirming that S is P.
Yet it took the genius of the young Frege to dissolve the mon-
strous and unholy union that previous logicians had made be-
tween the import of a predicate and the assertoric force of a
sentence. Even when a sentence has assertoric force, this attaches
force to the sentence as a whole; not specially to the subject,
or to the predicate, or to any part of the sentence.

Frege’s lesson still has to be learned by many philosophers. A
philosophical theory of certain predicables may win popularity,
when it is not even plausible if we consider occurrences of them
as predicates in hypothetical or disjunctive clauses. I have even
read an author maintaining that “if... then...” itself means
something different in an asserted hypothetical from what it
means in a hypothetical that itself occurs as a subclause in a
longer hypothetical. Would he say “and” meant something dif-
ferent in an asserted conjunctive proposition? Probably he would
say in that case that the assertoric force attached not to “and” but
to the clauses it joined. Such a position, however, is clearly
arbitrary.

To avoid these absurdities, we had best reword our explanation
of “predicable”, using some term less objectionable than “asser-
tion”. “Statement” will hardly do; a statement is something we
state, as an assertion is something we assert, and by both terms
assertoric force is equally suggested. (How misleading is the fash-
ionable talk about sentences being true or false only qua ‘used to
make statements’! Can we then not assign any truth-values to the
clauses of a disjunction?) “Proposition” is much better; a proposi-
tion is something we propound or put forward—it may or may
not be asserted. Unfortunately, though the traditional use of
“proposition” makes a proposition something linguistic, there is a
prevalent use of the term to mean a supposed kind of nonlinguis-
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tic entities, signified by what I call propositions. But we can avoid
ambiguity very simply: in discussing the philosophers who intro-
duce these nonlinguistic entities, 1 shall dignify “Proposition”
with an initial capital. Thus our explanation of “predicable” and
“predicate” will be: A predicable is an expression that gives us a
proposition about something if we attach it to another expression
that stands for what we are forming the proposition about; the
predicable then becomes a predicate, and the other expression
becomes its subject; 1 call such a proposition a predication.

20. How are we to apply this definition of “subject”? How can
we tell that an expression within a proposition is being used to
stand for something that the proposition is about? If Frege and the
young Wittgenstein were right, then a name stands for something
only in the context of a proposition, and this question becomes
formidably difficult: but I think they were clearly wrong. A name
may be used outside the context of a sentence simply to call
somcthing by name—to acknowledge the presence of the thing.
This act of naming is of coursc no proposition, and, while we
may call it correct or incorrect, we cannot properly call it true or
false. It does, however, as grammarians say conccrning scn-
tences, express a complete thought; it is not like the usc of “Napo-
leon” to answer the question “Who won the Battle of Hastings?”,
where we have to take the single word as short for the complete
sentence “Napolecon won the Battle of Hastings”.

[ call this use of names “independent”; but I do not mean that
it is independent of the language system to which the names
belong or of the physical context that makes their usc appropriate;
I mean that names so used to not require any immediate context
of words, uttered or understood—it is quite a different case when
names are used to answer spoken or unspoken questions. Nouns
in the vocative case used as greetings, and again ejaculations like
“Wolf!” and “Fire!” illustrate this independent use of names; we
get a very similar independent use of names when labels are stuck
on things, e.g. “poison” on a bottle or the name labels sometimes
worn at conferences.

It is noteworthy that common nouns and proper nouns equally
admit of this use in acts of naming. I may greet the same animal
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with “Hullo, Jemima!” or “Hullo, cat!” The latter greeting refers
to Jemima less determinately than the former; it would serve
cqually well to greet any other cat.

21. I have said by implication that the usc of proper nouns is
dependent on the language system to which they belong; perhaps,
therefore, it will be as well to mention the odd view that proper
names are not exactly words and do not quite belong to the
language in which they arc embedded, because you would hardly
look for proper names in a dictionary. On the contrary: it is part
of the job of a lexicographer to tell us that “Warsaw” is the
English word for “Warszawa”; and a grammarian would say that
“Warszawa” is a Polish word—a feminine noun declined like
“mowa”. And what is wrong with this way of spcaking?

22.  An assertoric sentence whose grammatical subject is a
demonstrative pronoun often has the logical role not of an as-
serted  proposition but of a simple act of naming. The
grammatical subject does not here name something concerming
which an assertion is made; it simply points at an object, directs
attention to it; it works likc a pointer, not like a label. There is a
well-known philosophical illusion that demonstratives are a sort
of name, indeed the only genuine proper names. The source of
the illusion must surely be a desire for an infallible method of
naming or referring; when I say “this” or “that”, what I mean by
the word must for certain be there. But very often a demonstrative
is no more of a term than “lo” or “ecce” or “voici”, which might
take its place.

We may get a clear view of the matter if we compare the
respective roles of the pronoun and the noun in “That is gold” or
“That is Sam” to those of the hands and the figures of a watch.
The hands direct attention to the figures from which we arc to
read the time. In some watches the demonstrative role of the
hands is not needed, because only the figures showing the current
time are visible; similarly, in some environments “Gold!” or
“Sam!” would be enough for an act of calling by name, without
need for a demonstrative pronoun or gesture.

Demonstratives not only are not a superior sort of names, they
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just are not names at all, and regarding them as names is mere

philosophical silliness. If a demonstrative were a name, it could

function alone in an act of calling by name; but obviously it
would be quite senscless to call out “That!” as one might call out
“Gold!” or “Sam!” Of course in some alien language the word for
“gold” might sound just like “that”, but this is quite irrelevant to
the use of the English word “that”.

23. In many propositions we can pick out a part functioning as
a name of something that the proposition is about; such an ex-

pression could always be used, outside the context of a sentence, -

for a simple act of naming, and it always makes sense to ask
whether these two kinds of use fit together—whether an expres-
sion stands for the same object in a given use of a sentence as it

does in a given act of naming, so that we have a proposition about

the object then and there named. For example, if my friend
points to a man and says “Smith!”, I may ask him sotto voce “Is
he the one you were telling me nearly went to prison?”; and if my
friecnd assents, he is linking up his present use of “Smith” in an
act of naming with his past use of it in “Smith nearly went to
prison”. Whenever an cxpression in a sentence could thus be
linked up with an act of naming, the expression is a name, and
the sentence will have the role of a proposition about the bearer
of the name. The cases most casily recognized are certain uses of
proper names (what Quine calls the ‘purely referential’ uscs). Any
proposition in which we can thus recognize the name of some-
thing the proposition is about may rightly be regarded as a predi-
cation, with that name as its logical subject.

24.  We must beware of supposing that a proposition admits of
only one subject-predicate analysis. “Peter struck Malchus™ is at
once a predication about Peter and a (different) predication about
Malchus; cither “Peter” or “Malchus” may be taken as a logical
subject—as Aristotle observed long ago, a logical subject need not
be in the nominative case.! A traditionalist might protest that
only “Peter” can be treated as the subject, and some modern

'Analytica priora, 1. 36.
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logicians might say we have here a relational proposition, not
admitting of subject-predicate analysis; both would be making the
mistake of treating an analysis of a proposition as the only
analysis. Logic would be hopelessly crippled if the same proposi-
tion could never be analyzed in several different ways. Some
people hold that it is a matter of which name is emphasized,
“Peter” being the subject of “Peter struck Malchus” and “Malchus”
the subject of “Peter struck Malchus”. 1 reply that for logic these
are not different propositions; they have, on the contrary, just the
same logical content—either implying and implied by just the
same propositions as the other.

25.  The object named by a name may be called its bearer. No
reference to time is involved in the questions whether a proper
name in a given use (e.g. “Peter” in the Gospels, “Cerberus” in
Greek theology, “Vulcan” in astronomy) has a bearer, and
whether such-and-such an object is that bearer. Thus, the proper
noun “Augustus” as used in Roman history books has Octavian
for its bearer; this is true without temporal qualifications, even
though Octavian lived for years before being called by that name;
it would be absurd to object to the question “When was Augustus
born?” because the name was not conferred on him then. Again,
after a wonan has married, it may be a social solecism to call her
by her maiden name; but this is not the sort of linguistic fault to
make a sentence containing the name to be no longer a proposi-
tion with a sense and a truth-value.

Nor yet does it cease to be true that so-and-so is the bearer of a
name because so-and-so is no more. Otherwise—if I may adopt
the style of a Stoic logician—*"Dion is dead” could not possibly be
true, because if the person so called is not dead “Dion is dead”
would be false and not true, and if the person so called is dead
“Dion” would stand for nothing, and so “Dion is dcad” would be
no longer a proposition and again would not be true. There are,
once would normally wish to say, things that can hold good of
Dion even if Dion is no more—e.g. that Dion is loved and
admired by Plato. Naturally, formal logic cannot sort out what
can and what cannot be true of a man who is no more; that is no
job for formal logic; it would be silly to cut the knot by saying that
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nothing at all is true of the dead. It suffices, for a name to have a
bearer, that it could have been used to name that bearer in a
simple act of naming; it does not matter if such use is not at
present possible, becausc the bearer is too remote from the
speaker, or has even ceased to be.

26. If we remove a proper name from a proposition, the whole
of the rest of the proposition supplies what is being propounded
concerning the bearer of the name, and is thus, by our explana-
tion, the predicate attached to that name as subject. In “Peter
struck Malchus” the predicate is “ struck Malchus” if we
take “Peter” as the subject and “Peter struck 7 if we take
“Malchus”. As I said in section 24, either choice of subject is
legitimate. The proposition relates both to Peter and to Malchus;
what is propounded concerning Peter is that he struck Malchus,
and what is propounded concerning Malchus is that Peter struck
him.

We may get the very same proposition by attaching different
predicates to the same subject. The predicates “ shaved Pe-
ter” and “Peter shaved ” are quite different, and when at-
tached to the subject “John” yield different propositions, but
when attached to the subject “Peter” they yield the very same
proposition “Peter shaved Peter”. This simple example shows that
the sense of a predicate cannot be determined, so to say, by
subtracting the sense of the subject from that of the whole propo-
sition. We need rather to consider a way of forming propositions;
“ shaved Peter” and “Pcter shaved " represent two dif-
ferent ways of forming propositions, and this is what makes them
two different predicates even in “Peter shaved Peter”. . .

We may in some instances recognize a common predlc.atc in
two propositions even though this predicate is not an identifiable
expression that can be picked out; for example, “John shaved
John” propounds the very same thing concerning John as “Peter
shaved Peter” does concerning Peter, and thus we may regard the
two as containing a common predicate, but this is by no means
identifiable with the mere word “shaved” occurring in both. This
docs not mean that the common predicate must here no longer
be regarded as something linguistic; but on the linguistic level
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what we have is a shared pattern or way of formation of certain
propositions, not a form of words extractable from all of them
alike.

We could of course replace the second occurrences of the
proper names in these propositions by the reflexive pronoun
“himself’, and then treat “~—shaved himself’ as a predicable
which can occur even where it is not attached to a logical
subject—as in “Nobody who shaved himself was shaved by the
barber”. But this is not what makes it legitimate to treat “John
shaved John” and “Peter shaved Peter” as having a common
predicate; it is the other way round—because these propositions
have a common predicate, it is legitimate to rewrite them so that
the common predicate takes the shape of an explicit predicable
that can be extracted from each of them.

27.  Given my explanations of “subject” and “predicate”, it fol-
lows that a name can occur in a proposition only as a logical
subject; if the same expression appears to be used now predica-
tively, now as a name, that is a misleading feature of our lan-
guage. Thus names and predicables are absolutely different. A
name has a complete sense, and can stand by itself in a simple act
of naming; a predicable, on the other hand, is a potential predi-
cate, and a predicate never has a complete sense, since it does not
show what the predication is about; it is what is left of a proposi-
tion when the subject is removed, and thus essentially contains
an empty place to be filled by a subject. And though a predicable
may occur in a proposition otherwisc than as a predicate attached
to a subject, it does not then lose its predicative, incomplete
character; it has scnsc only as contributing toward the sense of a
proposition, not all by itself.

A predicable applies to or is true of things; for example, “Peter
struck " applies to Malchus (whether it is actually predicated
of Malchus or not). This relation must be sharply distinguished
from the relation of name to bearer, which is confounded with it
in the ‘Aristotelian’ tradition under the term “denoting”. A predi-
cable never names what it is true of, and “Peter struck ”
docs not even look like a name of Malchus.

Again, negation operating upon the whole of a subject-
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predicate proposition may be taken to go with the predicate in a
way in which it cannot be taken to go with the subject. For
predicables always occur in contradictory pairs, and by attaching
the members of such a pair to a common subject we get a con-
tradictory pair of propositions. But no name pairs off with another
expression (whether we are to call this a name or not) so that by
attaching the same predicable to both we always get a contradic-
tory pair of propositions.

It is casy to prove this formally. Suppose that for a name “a”
there were a complementary expression “Na” such that by at-
taching the same predicable to both we always got a contradictory
pair of propositions. Consider now the predicables “P( ) &
Q(b)” and “P( ) v Q(b)”. By our hypothesis, these will be

contradictory pairs:

“P(a) & Q(b)” and “P(Na) & Q(b)”
“P(a) v Q(b)” and “P(Na) v Q(b)”

But we can quickly show that this runs into inconsistency. Sup-
pose “Q(b)” is true. Then “P(a) v Q(b)” is true: so its contradic-
tory “P(Na) v Q(b)” is false. Then, however, “Q(b)” is false.
~—Suppose on the other hand that “Q(b)” is false. Then “P(a) &
Q(b)” is false; so its contradictory “P(Na) & Q(b)” is true. But
then “Q(b)” is true. —Either way we get inconsistency. So a
name, unlike a predicable, cannot be replaced by a complemen-
tary expression with the result that the whole proposition is ne-
gated.

This reasoning of course depends on the possibility of analyz-
ing “P(Na) & Q(b)” or “P(Na) v Q(b)” in two different ways: as
the result of attacking a complex predicable to “Na” instead of
“a”, and as a conjunction or disjunction whose second limb is
“Q(b)’. Someone might protest that this merely shows an am-
biguity of notation that could be removed by some sort of bracket-
ing. But in the original propositions “P(a) & Q(b)”, “P(a) v Q(b)”,
there was no such ambiguity: either of these admits of alter-
native analyses—as the result of attaching a complex predica-
ble to “a”, and as a conjunction or disjunction whose second
limb is “Q(b)"—without thereby becoming two distinct propo-
sitions. And if a predicable is replaced in a proposition by its
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contradictory, again there is no resulting ambiguity. So if the
replacement of a name by a complementary expression brought
with it a need for some disambiguating device, this again only
shows an irreducible difference between names and predicables.

If a name is used not as a subject of predication but in a simple
act of naming, then we have a use of language which may be
mistaken and thus may be contradicted or corrected: when a child
says “Pussy” or “Jemima”, I may say “Not pussy—dog” or “Not
Jemima—another pussy”. But “Not pussy” and “Not Jemima”
are not themselves acts of naming. For as regards two uses of a
single name in acts of naming we can always ask whether the
same thing is named, and this is all right as regards “Jemima” or
“pussy”; but it would be senseless to ask whether the same thing
was named when on various occasions someone said “Not
Jemima” or “Not pussy”, since the reason for saying this could
simply be that on none of the occasions was any cat present. So
the negation of an act of naming is never the use of a negated
name as a name.

Again, puzzling as tenses are, we can at least see that they
attach to predicables; we may say not only of the proposition
“Peter struck Malchus”, but also of the predicables “Peter struck
——" and “—— struck Malchus”, that they are in the past tense.
But names are tenseless, as Aristotle observed;? the reference of a
name to its bearer admits of no time-qualification. On the other
hand, we may quite well say that since “ struck Malchus”
does apply to Peter, is striking Malchus” did apply to Peter;
and thus the relation of a predicable to what it applies to does
admit of time-qualification.

We must thus make an absolute distinction between names
and predicables; if a name and a predicable have the same exter-
nal form, that is a defect of language, just as it is a defect in a
language if it fails to distinguish the uses of “Peter” to talk about
the man Peter and about the name “Peter”.

28. A term, as conceived in Aristotelian logic, is supposed ca-
pable of being a subject in one proposition and a predicate in

2De interpretatione, c. 3.
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another; since only names, not predicables, can be logical sub-
jects, this notion of terms has no application whatsoever. This
initial confusion has led to a multitude: pessima in principiis
corruptio.

One center of confusion is the copula. Should a proposition be
analyzed into subject and predicate, or into subject, predicate,
and copula? Aristotle had little interest in the copula; he remarks
casually at the beginning of the Analytica priora that a proposi-
tion is analyzable into a pair of terms, with or without the verb
“to be”. This was natural, because the Greek for “Socrates is a
man” might be (literally rendered) either “Man the Socrates” or
“Man is the Socrates”. Frege repeatedly says that the bare copula
has no special content; this is the view I shall defend.

If terms are thought of as (at least potential) names, then a
natural idea is that the truth of a categorical consists in its putting
together two names of the same thing. In fact, a categorical is true
if its predicate is a predicable applying to that which its subject is
a name of; the two-name theory of predication is derivable from
this principle if one confounds the relation being a predicable
applying to with the relation being a name of. Hobbes, who held
the two-namc theory of predication, held also that the copula was
superfluous; but we might very well object that on the contrary it
is necessary, because a pair of names is not a proposition but the
beginning of a list, and a redundant list at that if the two names
do name the same thing. (If I am listing the things in my room, I
do not need to enter both a cat and Jemima.)

The two-name theory breaks down in any event—whether we
have a copula or not. Of a name it always makes sense to ask what
it names, but it is clearly nonsensc to ask which cat “cat” stands
for in “Jemima is a cat”, or which dog “dog” stands for in
“Jemima isn’t a dog”. I suppose somebody might try saying that
in “Jemima is a cat” “cat” stands for Jemima, because the propo-
sition is true. But what the names in a proposition stand for
cannot be determined by whether the proposition is true or false:
on the contrary, we can determine whether the proposition is true
only when we know what it is about, and thus what the namcs
contained in it do stand for.

Again, consider propositions like “Socrates became a
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philosopher”. “Philosopher” clearly has the same sort of predica-
tive usc as “cat” and “dog” did in the cxamples last discussed; in
Polish, a language sensitive to the distinction of subject and pred-
icate, all three nouns would take the predicative (instrumental)
inflection. Now if Socrates did become a philosopher, he cer-
tainly did not become Socratcs, nor did he become any other
philosopher, say Plato; so “philosopher” does not stand for a
philosopher—it does not serve to name a philosopher.

Even here a resolute champion of the two-name theory will
not give up. Ockham for example regards propositions like “Soc-
rates became a philosopher” as exponible, somehow like this:
“First of all Socrates was not a philosopher and then Socrates was
a philosopher”; the first half of this would be true in virtue of the
predicate-term’s referring to all the pcople (Anaxagoras, Par-
menides, ctc.) who were philosophers when Socrates was not
one, and the second half would be truc in virtue of the predicate-
term’s referring to the philosopher that Socrates eventually
was—viz. Socrates.® But this ought not to satisfy us. It is clear
that a two-namec theory, though it starts off simple, is ultimately
going to let us in for more and more futile subtletics: just as, if
vou insist on describing planctary motions in terms of uniform
circular motions, you nced an immense number of cycles and
cpicycles.

29. If this two-name theory is rejected but the terms are still
thought of as namcs, people will naturally come to regard the
copula as cxpressing a relation. As [ said, two names by them-
sclves cannot form a proposition; but this can be done if we join
two namcs with a word for a relation, as in “Smith cxcels Robin-
son”. It will then be a problem whether the relation expressed by
the copula is always the same; logicians of our time commonly
supposc that the copula may express cither class membership or
class inclusion, and some make even further distinctions. But it is
quite wrong to say that “is” mcans different relations in “Socrates
is an animal” and in “Every man is an animal”; there is the same
unambiguous expression “is an animal” in both, and the propo-

3Ockham, c. 75.
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sitions differ in just the same way as “Socrates can laugh” and
“Every man can laugh”, where there is no copula to be ambigu-
ous.

Admittedly, if “animal” stood for the class of animals and
“every man” stood for the class of man, then “is an” would have
to mean different things in “Socrates is an animal” and “Every
man is an animal”; but the supposition is plainly false, at least
about “every man” (being in this case, I suppose, a hangover
from the muddled fusion of the doctrine of distribution with class
logic). Frege has sometimes been credited with distinguishing
these two brands of copula; in criticism of Schroeder, Frege actu-
ally pointed out that if we turn “Every mammal is a vertebrate”
into “The class of mammals is included in the class of verte-
brates”, the predicate is now not “vertebrate” but “included in the
class of vertebrates”, and “is included in” is not the copula but
the copula plus a bit of the predicate. 4

By my explanation of “predicable”, there is a single predicable
occurring in “Socrates is an animal” and in “Every man is an
animal”, viz. “is an animal”; the grammatical copula is thus part
of this predicable. This does not settle the problem of the copula,
but just determines how we state it. In a predicable like “is an
animal”, has the “is” any definite content? I can see no reason for
saying so. Naturally, if a tensed proposition contains a copula,
the tense will attach to the copula just because the copula is
grammatically a verb; but a tensed proposition need not contain a
copula, and anyhow tense is something utterly different from the
copula’s supposed role of linking two terms. The traditional logic
drilled pupils in twisting propositions into a form where they had
a predicable beginning “is” or “are”, and preferably one consist-
ing of that prefixed to a noun (-phrase); this was a pernicious
training, which might well disable the pupils for recognizing
predicables that had not this special form. Moreover, as we shall
see, predicables consisting of “is” plus a noun (-phrase) have
special logical difficulties about them, which ought not be

gratuitously brought in by transforming other predicables into
this shape.

*Frege (3), pp. 9o-91.
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30.  We must here notice a restriction on the kind of general
terms that can ever occur as names. When the same name is u§ed
in two acts of naming, we can always ask whether the same thing
is named. It follows that a general term can occur as a name only
if it makes sense to prefix the words “the same” to it; by no means
all general terms satisfy this condition. And again, only in con-
nection with some terms can the question be asked how many
so-and-so’s there are. For example, although we have the phrase
“the seven seas”, nobody could set out to determine h(.)vs'/ many
seas there are; the term “sea” does not determine any division of
the water area in the world into seas in the way that .th.e' term
“letter” (in the typographical sense) does determine a division of
the printed matter in the world into letters. ‘
This second ground of distinction between terms was recognized
by Frege and by Aquinas. Frege said that only Sl.JCh concel?ts as
‘sharply delimited’” what they applied to, so th?t it was not grbl-
trarily divisible,” could serve as units for counting; to link this up
with what I have been saying, we need only observe that for Frege
a concept was what language represented by a gene.ra] t,:farm.
Frege cagily remarked that in other cases, ¢.g. “red things”, no
finitc number was determined.S But of course the trouble about
counting the red things in a room is not that you cannot m‘ake. an
end of counting them, but that you cannot make a beginning;
you never know whether you have counted one a]rea'ldy, becguse
“the same red thing” supplies no criterion of identl'ty. Aquinas
similarly mentions the grammatical fact that, in Latin, substan-
tives have (singular or plural) number on their own account,
whereas adjectives have a number determin'ed by the nouns they
qualify; 1 shall follow him in distinguishing general terms as
substantival and adjectival.® Grammar is of course on?y a rough
guide here: “sea”, for example, could be an adjectival term,
although grammatically a substantive. .
I had here best interject a note on how I mean thls.term
“criterion of identity”. [ maintain that it makes no sense to ]udg’e
whether things are ‘the same’, or a thing remains ‘the same’,

SFrege (1), p. 66.
6Aquinas, la, q.39, art.3, c.; ad 1um; art.5, ad sum.
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unless we add or understand some general term—*“the same F”.
That in accordance with which we judge whether identity holds |
call a criterion of identity; this agrees with the etymology of
“criterion”. Frege sees clearly that “one” cannot significantly
stand as a predicate of objects unless it is (at least understood as)
attached to a general term; I am surprised he did not sec that the
like holds for the closely allied expression “the same”. “The same
F” does not express a possible way of judging as to identity for all
interpretations of “F”. I shall call “substantival” a general term
for which “the same” does give a criterion of identity. Countabil-
ity is a sufficient condition for considering a term as substantival;
this is so because we (logically) cannot count As unless we know
whether the A we are now counting is the same A as we counted
before. But it is not necessary, in order that “the same A” shall
make sense, for the question “How many As?” to make sense; we
can speak of the same gold as being first a statue and then a great
number of coins, but “How many golds?” does not make sense;
thus “gold” is a substantival term, though we cannot use it for
counting.

31.  Our distinction between names and predicables enables us
to clear up the confusion, going right back to Aristotle, as to
whether there are genuine negative terms: predicables come in
contradictory pairs, but names do not, and if names and predica-
bles are both called “terms” there will be a natural hesitation
over the question “Are there negative terms?”.

The negation of a substantival term is never itself a new sub-
stantival term. If “the same A” supplies an intelligible criterion of
identity, “the same non-A” or “the same thing that is not an A”
never of itself does so, though such a criterion may be smuggled
in. (“The same non-A” may in context mean “the same B that is
not A” where “B” is a substantival term; e.g., “the same
nonsmoker” may mean “the same man—or, railway
compartment—that is not a smoker”.) So the fact that some
general terms can both be predicated and be used as names in
simple acts of naming does not threaten the distinction we
drew—that predicables always, and names never, come in con-
tradictory pairs; for a general term cannot be used as a name
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unless it is substantival, and if it is substantival its negation never
is s0, and therefore even in this sort of case we have only a pair of
contradictory predicables, not a parallel pair of contradictory
names.

32.  Common nouns can be used as names in simple acts of
naming if they arc substantival terms—and only then; for con-
cerning this usc of a name there may always arise the question
whether the same so-and-so has been twice named (section 27);
and for common nouns that are not substantival terms there can
be no such question, as we have just remarked. Common nouns
have, however, also a predicative use; so if in sentences, as well as
in simple acts of naming, they can function as names, we need
some way of recognizing when they do so.

There is one clear class of cases: a common name may often be
clearly seen to be a logical subject when it occurs after a demon-
strative pronoun. Suppose my friend whispers to me, meaning
Smith who is in our presence: “That man ncarly got sent to
prison.” It would be wrong to analyze this utterance as if it were a
conjunctive proposition: “That is a man, and that nearly got sent
to prison”. As we saw, “That is a man” is not a predication with
“that” as subject. The logical subject of my friend’s proposition is
“man”, used on this occasion to name Smith. The demonstrative
pronoun is not a name of Smith; in using it here, as in the
stmpler form “That is a man”, we are acknowledging the pres-
ence of one of the objects sharing the name “man”; the use of the
compound “that man” also shows that we are tying down the
actual reference of the name “man” to just one of the objects that
it has the general potentiality of naming.

[ have argued that some assertive sentences beginning with
demonstratives are not propositions but simply uses of the
grammatical predicate as a name; but this account will not cover
all such sentences. Moreover, in a sentence like “If that is gold,
I'm a millionaire” “that is” could not be suppressed without
yielding nonsense. The clause “that is gold” cannot be construed
as a simple act of naming, for only a proposition can significantly
be an if clause. I am inclined to say the demonstrative pronoun
must here be understood as though it were a demonstrative adjec-
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tive attached to some general term. E.g., in our example the
scnse might be “if that lump is gold”; and I have just tried to
explain the logical role of phrases like “that lump”.

What I have said here about demonstratives applies only when
they ‘demonstrate to the senses” as medicval writers say. When
the use of “that man” relates not to a context in which the man is
sensibly present, but to a context of discourse about a man, then
“man” will not be used in an act of naming, and a radically
different account must be given.?

Although it is part of the rationale of using an expression as a
name in a proposition that the same expression could be used to
name the same thing in a simple act of naming, it is also part of
the rationale of names that they can be used to talk about what is
named in absentia. (Unlike the wise men in Gulliver's Travels, a
man need not carry around with him a peddler’s pack filled with
the objects he wishes to talk about.) As regards proper names, this
raises no special difficulty; we recognize that a proper name used
in a proposition could have been used in a simple act of naming
the object to which the proposition was intended to relate.

We may be tempted to assimilate the following pairs of utter-
ances:

(1) Jemima fought Towzer.—That’s Towzer.
(2) Jemima fought a dog.—That's the dog.

In both cases we may look for a linkage between an act of naming
and a predication, employing the same name, concerning the
thing so named. But such an account of (2) would be quite
wrong. For one thing, as we have seen, “a dog” in (2) should not
be taken as referring to a dog, to some one dog; for another thing,
“That’s the dog” in (2) would not be a simple act of naming,
rather it is a fragmentary utterance needing to be cked out with a
linguistic context. “That’s the dog” has to be understood as
“That’s the dog Jemima fought”, or as “Jemima fought that
dog”, and thus not as a use of “dog” for a simple act of naming,
like “Towzer” in the second member of (1). Thus far, then, only
where common nouns are preceded by demonstratives have we

TCf. Chapter Five infra,
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any reason to recognize them as logical subjects; and even here
their semantical relation to the things they name is more compli-
cated than the one borme by proper names occurring in sen-
tences. So it is simplest for the time being to concentrate on
proper names as logical subjects: these are, so to say, the only
pure samples we have thus far come across.

33. A proper name is never used predicatively—unless it ceases
to be a proper name, as in “He is a Napoleon of finance” or
(Frege’s example) “Trieste is no Vienna”; in such cases the word
alludes to certain attributes of the object customarily designated
by the proper name. In statements of identity we may indeed say
that the copula joining two proper names has a special role. 1
shall not here discuss the difficult question whether “Tully is
Cicero” exemplifies the classical uses of “Tully” and “Cicero” as
names, or whether we should rather regard it as a proposition
about these names in this use; that is, whether its analysis is
something like “Tully is the same man as Cicero”, the names
being used just as they might be in making historical statements,
or rather something like “In history books the names “Tully” and
‘Cicero’ are commonly used for the same man”. But in any event
the copula is no longer the trivial bit of grammatical form that it
is in “Socrates is a man”. On that very account, however, our
absolute distinction of names and predicables is inviolate; for the
predicable (say) “ is the same man as Cicero” is totally dif-
ferent from the name “Cicero”.

34. So far, as I said, we have not found any names other than
proper names to be used as logical subjects of propositions regard-
less of whether the things named are present or absent; proper
names are at any rate the only obvious examples. However, as |
shall try to show, it is plausible to suggest that general terms
(substantival ones, that is) also admit of such use as logical sub-
jects. Indeed, although the use of proper names in that capacity is
much more easily recognized, it is arguable that such use de-
pends on the possibility of general terms’ also being logical sub-
jects.

People sometimes speak as if a proper name had meaning just
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by having a bearer. This is absurd; we certainly do not give a man
the meaning of a proper name by presenting him with the object
named. In using a proper name we claim the ability (or at lcast
acquaintance, direct or indirect, with somebody clse who had the
ability) to identify an object; and by giving somcbody an object we
do not tell him how to identify it. Diffcrent proper names of
material objects convey different requirements as to identity; the
name “Cleopatra’s Needle” (which is logically a single word)
conveys the requirement of material identity, but ncither the
name “Thames” nor any proper name of an animal conveys any
such thing. For every proper name there is a corresponding use of
a common noun preceded by “the same” to cxpress what re-
quirements as to identity the proper name conveys: “Clcopatra’s
Needle”—"the same (bit of) stone”; “Jemima”—"the same cat”;
“Thames”—“the same river”; “Dr. Jekyll” or “Mr. Hyde”—"“the
same personality”. In all these cases we may say that the proper
name conveys a nominal essence; thus, “cat” expresses the nomi-
nal essence of the thing we call “Jemima”, and Jemima'’s corpse
will not be Jemima any more than it will be a cat. (It was for the
same reason that I put forward the view that, in a case like “If that
is gold I'm a millionaire”, “that” must be understood as if it went
with a noun like “lump”; otherwise reference would fail for lack
of a way to identify that.)

[ am here deliberately rejecting a well-known thesis of Locke’s;
but two points for which Locke would have contended must, 1
think, be granted: first, that the sense of the proper name
“Jemima” need not include the sense of any predicables like
“femnale” and “tabby” that apply to Jemima but not to all cats (and
similarly for proper names of other kinds of things); sccondly, that
common nouns cxpressing the nominal essence need not be
standing for a kind of substance. The first concession involves
rejecting Russell’s notorious disguised-description theory of
proper names. Russell was obliged of course to admit that, for
example, several men may converse intelligently about Bismarck
even if the peculiar traits of Bismarck that each has in his mind
should differ; this shows that the question which traits the name
“Bismarck” recalls is purely psychological and has no bearing on
the sense of the name.
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The reason for the second concession comes out from one of
my examples: the nominal essence of the object called “Thames”
is expressed by the common noun “river”, and on any view
“river” docs not stand for a special kind of substance. In the
traditional view of substance and accident, it is a mere accident of
water that it should flow in a certain watercourse.

I might tell a story involving Jemima and the river Thames
without using cither of these proper names; 1 might refer to
Jemima as “a cat” and the Thames as “a river” when T first
mentioned them, and thereafter spcak of “the cat” and “the
river’—sc. “the same cat” and “the same river”. A hearer unac-
quainted cven by hearsay with Jemima and the Thames, and
destined never to make such acquaintance, nor ever to discourse
about them again, would losc absolutely nothing by this suppres-
sion of the proper names. So if “cat” in this storytelling did not
retain the use of a logical subject, how could “Jemima” have
such a use? How could we make out that “Jemima” has what it
takes to be a logical subject, but “cat” has not?

Although repeated use of a proper name for acts of naming can
express an identification, and repeated use of a common noun in
this way cannot do so, nevertheless a common noun prefaced by
“the same” can be used outside the context of a sentence to
express an identification. Someonc may be trained to say
“Jernima” upon sceing Jemima, and “cat” upon seeing a cat;
someone may also be trained so that he first says “cat” and then
says “the same cat” when presented with the same cat as he saw
on the first occasion. Now surely this use of “cat. .. the samc
cat. .. the same cat. . .”outside the context of a sentence is re-
lated to the use of “cat... the (samc) cat... the (same)
cat...”in telling a story in just the same way as the use of
“Jemima” in a serics of acts of naming is related to the usc of the
name in tclling the story. And if so, then surcly “cat” so used in
telling the story is as much a logical subject as “Jemima” is.

If “cat” in such a story is a logical subject, then we need to say
what it stands for. It docs not stand for Jemima or some other
dcfinite cat; my story may have been in fact true (or substantially
true) of Jemima, but as told it was not a story about Jemima or
about any dcfinite cat, and it nced not have been even roughly
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true of any cat. We cannot say “cat” here stands for an indefinite
cat: there is no such animal. In an act of naming, or again in a
proposition where it is preceded by a demonstrative, “cat” poten-
tially stands for any cat, and only the concrete application of the
uttcrance to its context ties “cat” down to standing for a given cat
then and there present; “cat” in the story is not thus tied down, so
we must say that here it refers to any and every cat, equally and
impartially. It may rouse our suspicions that though the story is
just about a cat, the term “cat” used in it will on this view refer to
every cat alike. But the suspicion can be dispelled: let us call to
mind that, given some complete list of cats, a proposition making
a predication “F()’, however complex, about a cat must have

the same truth-value as would belong to a disjunction

“F(Jemima) or F(Mehitabel) or F(Tibbles). . .” (and so on for all
the items of the list); and in this disjunction the names of each
and every cat occur symmetrically.

A proper name carrying as part of its sense the criterion of
identity expressed by “the same cat” may be called a name for a
cat: even if “cat” is a name of any and cvery cat, it is not a name
for any cat. Repeated use of a proper name for a cat requires an
intention on the speaker’s part to name the same cat each time;
repeated use of the name “cat” does not. A proper name is a
name of a cat if it is not an empty name but does actually name a
cat. Each of the names in the list I have just imagined would be a
name of and for a cat. When I'speak of a name of and for an A in
the sequel, T mean “A” to be read as going proxy for some
substantial term, and a name of and for an A will be a nonempty
proper name whose sense carries the criterion of identity ex-
pressed by “the same A”. (The phrase in quotes, “the same A”,
in the last sentence is of course intended not as mention of that
actual expression, but as schematically standing in for quotation
of some English phrase in which the letter “A” is supplanted by a
substantival term; such reading of expressions with schematic
letters in them as schematic quotations rather than quoted
schemata will often be needed in this work; I rely on the good will
and intelligence of readers to sce where.)

The outward guise of a proper name of course does not show
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(usually at least) what criterion of identity the narrne’s use carries
with it. Many writers on the theory of meaning have been
strangely misled by this fact; they have inferred that proper names
lack ‘connotation’, an obscure expression but one that is c'ertamly
meant to exclude the proper name’s having a sense that includes
a criterion of identity. That out of a set of equiform names one
may e.g. mean a man, one a dog, one a river or mountain, is
another fact mentioned in this connection, and with equal
irrelevance; equivocal terms are not confined to thﬁ class of
proper names, and one might as well argue that “beetle doc?s not
include being an insect as part of its sense because an equiform
common noun means a large kind of hammer. (Some have even
gone further and denied that proper nouns are words of the lan-
guage in whose sentences they occur: see se?tlon 21.) ‘

The right comment seems to be: What a sign conceals,. its use
reveals. In vernaculars misunderstanding of proper names is often
avoided by adding a suitable common noun in al’),p(‘)‘sition to tllc
proper noun: “Mount Everest”, “the river Arrow”, Lake Erie”.
This device is readily adoptable in formalized languages that con-
tain both proper and common names: if “a,b,c, ...” are letters
standing in for proper names and “A,B,C,...” for common
names, then “Ab” could be used to represent a name for an A,
and “Bc”, a name for a B. This would obviously be better than
e.g. using a new fount of type when proper names for a new kind
of object were required—a device that is sometimes cmplpycd.
But the book contains no formalized proofs; so I shall simply
stipulate what the names occurring in it are to be read as names
for, from one occasion to another.

35.  The futility of the doctrine of distribution, 'that “some Cfit”
refers to some cat, not to every cat, ought to convince us that, ifa
theory of common nouns’ being logical subjects is to be taken
seriously, it must make any (unambiguous) common noun refer
in an impartial way to each of the objects that could be so named
in a simple act of naming. But is this impartial reference the same
kind in all propositions; or are there various species of referen.ce?
The latter alternative was chosen in medieval logical theories,
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and was extensively worked upon; a similar, but historically indc-
pendent, theory is sketched in Russell’s Principles of Mathemat-
ics. ® In the next chapter I shall expound these theories; and then I
shall try to show why this whole way of thinking was, as Russell
found, only a blind alley.

8Russcll, sccs. 56-62.
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Referring Phrases

36. The term ‘rcferring phrasc” as used in this book occurs in
the exposition of theories which would make the term an appro-
priate one if they were themselves correct. By using it I am not
prejudging the question of these theories’ being correct, nor do 1
hold myself estopped from arguing later on that the term is a
misnomer.

Referring phrases are a subspecies of what may be called
applicatival phrascs. Applicatival phrascs arc formed by combin-
ing substantival general terms with what W. E. Johnson! called
applicatives: an applicative is an expression such as “a”, “the”,
“some”, “any”’, “cvery”, “no”, “most’, “only”, “just one”,
“more than one”, “all but one”. Any such expression may be
combined with a substantival general term like “man” or “men”
to form what intuitively appears to be a syntactical unity; in
inflected languages applicatives are very often in grammatical
concord of gender, number, and case with the nouns they are
attached to. At this stage of our inquiry it will be convenient to
count among applicatival phrases, not only ones formed simply
from an applicative and a general term, but also complex phrases

Johnson, p. 97.
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like “some white man” or “more than one man who broke the
bank at Monte Carlo”, which we may call restricted applicatival
phrases. There is no need to specify the class of applicatives
otherwise than by such a list as I have given, for doubtful cases
will be automatically cut out when I supply the added conditions
that form the differentia of referring phrases.

If we substitute an applicatival phrase for a proper name, we
never destroy the syntax of the proposition: e.g., starting from
“Some boy loves Mary” we can form “Some boy loves every girl”,
“Some boy loves only pretty girls”, “Some boy loves just one
girl”, and so on. Small changes may be needed to make the
sentence fully grammatical if e.g. a phrase with “girl” in it re-
places “Mary”, but I think this happens only when we have a
plural phrase like “most girls” instead of a proper name as a
grammatical subject. This is wholly trivial; for this remnant of
grammatical ‘agreement’ in English has no bearing on the in-

formative content of propositions. A foreigner who decided not to

bother about his concords in these cases would be in no danger of
being misunderstood; indeed, the use of “they, them, their” with
a singular applicatival phrase as antecedent has been established
in English since the early 1500s. This usage avoids troubles about
gender (“he/she”) as well as number. (Grammarians have long
condemned it; but Women’s Liberation may beat them yet.) 1
shall henceforth ignore this complication. Occasionally I shall
usc “Almost cvery A is P” as a conventional substitute for “Most
As are P”, to avoid linguistic awkwardnesses.

I shall count an applicatival phrase as a referring phrase only
when it stands where a proper name might have stood. When “a
man”, or “the man who broke the bank at Monte Carlo”, occurs
predicatively after “is”, I shall not recognize it as a referring
phrase; for if in such places a proper name is used referentially,
this means there is a change in the force of “is”, so that it
amounts e.g. to “is the same man as”. Certainly, the “is” or
“was” in a proposition like “Louis XV was the King of France at
that time”, or “Smith is (was) the man who broke the bank at
Monte Carlo”, has been taken by many logicians to be a copula
of identity, as in “Tully is (was) Cicero” or “The Thames is the
Isis”; but I think this is quite wrong. The definite description is in
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such cases used predicatively or attributively, and in Polish would
bear a predicative inflection, even if it came first in the sentence
(as e.g. in “The King of France at that time was Louis XV”).
Predicative uses of definite descriptions will be discussed in sec-
tion 7s5.

It will be convenient for our purposes to introduce a little
symbolism at this point. I shall use signs like “*” and “4” to go
proxy for applicatives; the letters “A,B,C, . . .”, for general terms;
and the letters “a,b,c, . . .”, for proper names. I shall use “f( )7,
“g( ), “h( )”, and so forth to represent contexts into whose
empty place we may insert either a proper name or an applicatival
phrase. (The question will arise, for complex sentences, how
much of the sentence is to be taken as the context “f{ )”; this is
the question of what logicians call scope, to which we shall return
in section 42 below. For the present we shall assume that a
schematic symbol like “f{ )" represents the whole scope of the
phrase “*A”.)

Our next task is to state a condition which shall pick out from
among applicatival phrases that subclass which 1 am going to
count as referring phrases. Given an applicatival phrase “* A”, we
may have a list L, with items that are names of and for As, such
that the following is true when “* A” is interpreted:

L is a list covering * A and covering only As.

(I include here the degenerate case where the list L contains only
one name.) If, on this assumption about the list L, we are war-
ranted in inferring “f(* A)” when we have also a premise that is
obtained from “f(* A)” by inserting a suitably modified form of
the list L instead of the applicatival phrase, then I call the phrase
“*A” a referring phrase; otherwise not. The ‘suitable modifica-
tion’ of L, if L has more than one item, is to be made by
prefixing “each one of:”; if L consists of just one name, this name
is to be inserted as it stands.

For example, imagine a small community of boys and girls,
and suppose we have:

“Mary, Jane, Kate” is a list covering all the girls/most
girls/some girls/at least two girls, and covering only
girls.
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Then from the premise:
Every boy admires cach one of : Mary, Jane, Kate

we are warranted by this assumption about the list in passing to
the conclusion:

Every boy admires all the girls/most girls/some girls/at
least two girls

where the applicatival phrase chosen corresponds to the one oc-
curring in the assumption about the list. And similarly, since in
this case we shall have:

“Mary” is a (one-item) list covering a girl and covering
only girls

from the premise:
Every boy admires Mary
we are warranted in inferring
Every boy admires a girl.

So “all the girls”, “most girls”, “some girls”, “at least two girls”,
and “a girl” all pass the test for referring phrases. On the other
hand, “just onc girl” fails the test; for if we have:

“Mary” is a list covering just one girl and covering only
girls

then clearly from the premise “Every boy admires Mary” we are
not hereby warranted in inferring the conclusion:

Every boy admires just one girl.

For “no” phrases the test as stated simply cannot be applied,
obviously, for no list L could the condition “L covers no A and
covers only As” be fulfilled, if the items of L are names of and for
As. By stipulation, we exclude “no” phrases from among refer-
ring phrases.

The applicative “any” is grammatically anomalous in Fnglish,
but the conditions for it to be a means of forming a referring
phrase arc often clearly fulfilled. On the condition:
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The list “Mary, Jane, Kate” covers any girl and covers
only girls

we may pass from the premise “Some boy will whistle at each one
of: Mary, Jane, Kate” to the conclusion “Some boy will whistle at
any girl”. So here “any girl” passcs the test. Some of the troubles
about “any” arc matters of scope: sce scction 42 below.

As we shall see, this way of bringing in lists is close to the
thought of medieval logicians writing about suppositio, and to
Russell’s thought when he wrote about denoting phrases. A sim-
ple working criterion is all that we shall need; in the next chapter
we shall sec that this typc of theory breaks down even for applica-
tival phrases that clcarly pass the test for referring phrascs, and
cven for simple finite models; so formulating a morc refined
criterion would be wasted labor in logic, as well as historically
perversc.

It must be stressed that if we have a proposition P with a
referring phrase in it, the truth of a proposition related to this one
in the way our test stipulates is not in general more than a suffi-
cient condition for the truth of P; the truth of P will not in
gencral require the truth of some suitably related proposition with
a list in it. For example, the truth of

Fvery boy admires most girls
doces not require the truth of some proposition like:
Every boy admires each onc of: Mary, Jane, Kate, . ..

For even if the objects of each boy’s admiration form a majority
of girls, it may be a different majority for cach boy. But this in no
way goes against the use of the test.

So far I have stated the condition for a referring phrase only as
regards one class of applicatival phrases, namely those formed
from an applicative and a logically simple general term; | must
now consider also phrases of the form “*(A that is P)’, c.g.
“some white man” (“some man that is white”) or “the man who
broke the bank at Monte Carlo”. It is quite casy to make the
required extension: we simply change the general form “f(* A)” to
“f(* A that is P)” throughout, and change the conditions imposced
on the list L to the following:
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L is a list covering *(A that is P) and covering only
As, and whatever A there is that L covers is P.

For example, if in our small community we have:

“Minnie, Tibbles, Ahab, Jemima” is a list covering all the
tabby cats/most tabby cats/some tabby cats, and cover-
ing only cats, and whatever cat this list covers is tabby

then from the premise:

Fido chases each one Qf: Minnie, Tibbles, Ahab, Jemima

we may pass to the conclusion:

Fido chases all/some/most (of the) tabby cats.

Similarly if we have:

“Jones” is a (one-item) list covering the man who broke
the bank at Monte Carlo, and covering only men, and

whatever man “Jones” covers broke the bank at Monte
Carlo

(it is irrelevant that the parts of this following the first comma are
in fact redundant), then from the premise “Smith met Jones” we
may clearly infer:

Smith met the man who broke the bank at Monte Carlo.

Thus “all/some/most (of the) tabby cats” will pass the test for
being a referring phrase, and so will “the man who broke the
bank at Monte Carlo”. But it is casy to sce (I leave it to the reader
to check this) that “just one man who broke the bank at Monte
Carlo” will fail the test, and so will “at most two tabby cats”.
Some reader may suspect a vicious circle because the very
applicatival phrase whose semantics we are discussing occurs in
one of the sentences employed in stating the test. Such a suspi-
cion would be unfounded. We are supposed to know, at least in
part, the logical powers of propositions containing a given
applicatival phrase before we begin the test: the aim of the test is
not to determine those logical powers, but to determine whether
the applicatival phrase is to be classified as a referring phrase.
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Again, doubts may be felt because I make use of the names of
objects: is “all pebbles on Brighton beach” to be rejected as a
referring phrase because every one of these pebbles may be name-
less? or am I assuming, like advocates of ‘substitutional’ quantifi-
cation, that our language ought to contain names for all the
objects covered by the general terms that occur in our referr.ing
phrases? There is no need to accept either position. The criterion
for an applicative’s serving to form referring phrases can be em-
ployed when there are names of all the objects of the relevant
sort; and according to the decision in that case, we shall count all
similar applicatival phrases using that applicative as being or not
being referring phrases. We shail however be mostly concerned
with small finite models in which all the objects concerned have
names; as I said, in the next chapter we shall see that theories of
the medieval and Russellian type such as are expounded in this
chapter already break down for these finite models, so any fuss
about the semantics required for an applicatival phrase “*A”
when nameless or infinitely numerous As are involved would be
merely gratuitous.

37.  The essential feature both of Russell’s theory of denoting in
his Principles of Mathematics, and of many medieval theories is
this: In a referring phrase “* A” such as I have been describing,
the general term “A” refers impartially to each object so called;
but there are various modes of reference that “A” may then have,
and the usc of one applicative in the phrase rather than another
serves to specify which mode of reference there is to the thing(s)
called “A”. (Provisionally, I shall herc assume, as the authors of
the theories I am reconstructing would have, that a ‘restricted’
referring phrase like “some mouse in this house” may be put in
the form “* A”, with “A” read as a complex term “mouse in this
house”. We shall later see reason to deny this: see section 72
below.)

I must emphasize the difference between this sort of theory and
the doctrine of distribution. On that doctrine, “some cat” will not
just have a different mode of reference from “every cat”; it will
also, in general, have a different reference—to some cat as ap-
posed to every cat. What is worse, the reference of “some cat”
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would have to differ according as the proposition “Some cat is P”
were true or false; in true propositions of this form “some cat”
would refer to cach cat of whom the predicable represented by
“P” were true, whereas in false ones no such specification of
‘some’ among cats would be possible. This result is absurd; for, as
Buridan pointed out long since, the reference of an expression
can never depend on whether the proposition it occurs in is true
or false.? The very same referring phrase as occurs in a true or
false proposition will occur in a yes-or-no question to which that
proposition Is an answer; and if this expression does indeed give
us something that the question is about, then this must be speci-
fiable before the question is answered, and cannot depend on
which answer is right.

On the sort of theory we are now considering, a phrase like
“some cat” always stands in a certain relation of reference to cach
cat. | criticized Ockham for thinking that, in “Socrates was a
philosopher”, “a philosopher” refers to or names Socrates; but 1
was not imputing to Ockham the view that the phrase in this
context refers only to Socrates; Ockham in fact held that “a
philosopher” here refers after a fashion to cvery philosopher (at
least every one among Socrates’ contemporaries—I cannot here
go into the difficulties about the so-called ‘ampliation’ of terms in
tensed propositions). Of course it would only be the reference of
the term “philosopher” to Socrates that made the proposition
true; but the phrase “a philosopher” would refer, in some appro-
priate mode, to each philosopher (of that time at any rate), and
this would not depend on the truth of the proposition “Socrates
was a philosopher”.

Are we to say that it is the term “cat” itself which has a different
mode of reference in “some cat” and in “every cat”, the signs
“some” and “every” serving to show which mode occurs? or shall
we rather say that what has reference is not the bare term “cat”
but the whole phrase “some cat” or “every cat”? Plainly it makes
little difference which we say. Russell in fact preferred the latter
way of speaking, and medicval logicians the former. This was duc
to a syntactical difference between English and Latin; the Latin

2Buridan, Sophismata, c. vi, sophisma v.
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expression answering to what I am calling a referring phrase
would commonly be a noun or noun-phrase unaccompanicd by
an article or other applicative. 'I'he medicval theories of reference
were devised so as to apply to such isolated common nouns, as
well as to referring phrases formed with applicatives, and thus
they naturally ascribed the various modes of reference to the
common nouns themselves; which mode of reference a noun had
in a given context would sometimes be shown by an applicative
(signum), somctimes have to be gathered from the total sensce of
the proposition.

Ockham compares the applicative to the zcro sign in the
Hindu system of numerals, which had by his time rcached
Europe by way of the Arabs: it has no numerical value of its own,
but alters the value of the numerals it follows.? Now it is plainly
arbitrary whether we say that “20” mcans twenty, or that the “o0”
in “20” makes the “2” mean twenty. Russell, on the other hand,
takes all his examples from English, in which language it is rather
rarc for a common noun in the singular number to stand as
subject or object of a verb, or after a preposition, without having
an article or other applicative prefixed to it. So it was natural for
Russell to ascribe the mode of reference to the phrases as wholes,
to “cvery man” and “some man” rather than to the plain “man”.

“Since I too shall be using only English examples, I shall follow

Russell; but this must be clearly understood to be only a ter-
minological decision, of no deep significance.

38. Both Russell and the medieval logicians held that the rela-
tion of mere words to objects was only an indirect one: what
primarily refers to a given dog, say Towscr, is not the phrase
“every dog” but the ‘meaning’ of the phrase; and similarly a
whole verbal proposition containing the phrase “every dog” will
have a ‘meaning’, of which the ‘meaning’ of “every dog” will be a
part. The ‘meaning’ of a whole proposition would be built up out
of the ‘meanings’ of its parts in a way roughly parallel to the
syntax of the verbal proposition. For medicval logicians this
‘meaning’ was a content of an individual mind, an inner utter-

30ckham, c. 4.
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ance in an immaterial language; Ockham took this idea of mental
language and its structure so seriously and so naively that he tries
to determine which parts of speech, and which grammatical at-
tributes like voice, case, and number, are to be found in the
mental language. For Russell, on the other hand, the ‘meaning’
of a verbal proposition was objective, in Frege’s sense; and some-
times at least the Proposition in Russell’s sense—the meaning of
the verbal proposition—would have as parts the actual entities,
the individuals and universals, mentioned in the verbal proposi-
tion. It appears to me that, as regards the theory of referring
phrases, both the medievals’ mental proposition and Russell’s
objective Proposition were idle wheels, useless reduplications of
the linguistic structures.

Russell held not only that a referring phrase was not what
primarily did the referring, but also that what a referring phrase
like “every dog” or “a dog” primarily referred to was not indi-
vidual dogs like Tray and Towzer, but rather a certain ‘combina-
tion’ of dogs ‘effected without the use of relations’. We can more
or less make out what led him to use such language. The proposi-
tion “Jemima can lick every dog in town”would have the same
truth-value as “Jemima can lick Tripod and Bonzo and Tray and
Towzer. ..” (and so on for all the dogs in town); “Jemima can
lick a dog in town” would have the same truth-value as “Jemima
can lick Tripod or Bonzo or Tray or Towzer. ..” (and so on for
all the dogs in town). If each of these lists of dogs’ names, formed
respectively with “and” and with “or”, has to correspond to some-
thing in rebus, then there must be two distinct objects somehow
formed out of the individual dogs, which may be called “combi-
nations”. Now the difference between these ‘combinations’, un-
like that between two ordinary combinations of the same objects,
is not to be regarded as due to different relations holding between
the things; for Russell was not prepared to stomach and and or
relations between concrete objects like men and dogs; this ex-
plains his expression “combinations effected without the use of
relations”. 4

Such a combination, Russell thinks, is ‘something absolutely

4Russell, sec. s5q.
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peculiar . . . neither one nor many’. This odd language can be
explained: Russell elsewhere’ puzzles over the fact .that though
“every man” and “some man” are grammatically smg.ular,’ t.he
singular entity they would apparently refer to cannot be identified
with Socrates or Plato or any other definite person. He concludes
that one is denoted in every case, but in an impartial distributive
manner. Yet how can reference be impartial or distributive as
between one thing and itself? It is in this uneasy confusion—
perhaps aggravated by a worry whether “Socrates or Plato or
Aristotle” stands for one man or three—that Russell talks of some-
thing absolutely peculiar which is neither one nor many. This
wild Realist metaphysics is, however, quite inessential to Rus-
sell’s logical theory of referring phrases.

39. Imust now discuss the ambiguities of Russell’s term “denot-
ing”. What I here call “referring phrases” Russell .called “denot-
ing phrases”; but he held that their denoting role was
derivative—what primarily did the denoting were the ‘meanings
of denoting phrases, objective parts of Propositions which he
called “denoting concepts” or “denoting complexes”. This am-
biguity in the application of the adjective “denoting” was always,
I think, rendered harmless by the context.

It was more troublesome when Russell abandoned the logic
(along with the metaphysics) of Principles of Mathematics, but
went on speaking of denoting phrases—particularly as he now
counted “no men” as a denoting phrase. The really bad confu-
sion, however, was caused by his statement that his own earlier
use of the term “denote” corresponded to Frege’s “bedeuten”.
This is a travesty of the truth: in fact, whereas Russell takes “every
man” and “some man” as typical denoting phrases, Frege says it
is merely absurd to ask what such expressions stand for (be-
deuten).® (1 shall discuss this view of Frege’s presently.)

Russell’s use of the term “denote” is thus most confusing; but
then, the whole previous history of the term is a sad tale of
confusion. Our contemporaries too have added their quota by

SRussell, secs. 75, 88.
Frege (3), pp. 14, 48, 93.
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using it in a number of different senses; thus, Church has used
“denote” to render Frege's “bedeuten”, and Quine has used it for
that relation of predicables to objects which I express by “apply
to” or “be true of . High time that so battered and defaced a coin
were withdrawn from philosophical currency; I shall avoid it as
much as possible, even when reporting Russell.

The medieval term for what I call the mode of reference of a
referring phrase was “suppositio”. Apparently in origin this is a
legal term meaning “going proxy for”; Aquinas and Ockham say
quite indifferently that a term has suppositio for (supponit pro)
and that it stands for (stat pro) one or more objects. In paraphras-
ing medieval writers 1 shall quite often tacitly use “mode of refer-
ence” for their “suppositio”.

40. Indiscussing the subject-predicate relation, I argued that in
any proposition in which a ‘purely referential’ proper name oc-
curs, we may treat that name as a logical subject to which the rest
of the proposition is attached as a predicate. Now for such an
occurrence of a proper name a referring phrase can always be
substituted without further disturbance of the syntax. So, if we
use “f(a)” to represent a predicate “f( )7 attached to a subject
“a”, it seems appropriate to say that in “f{(* A)” we have the same
predicable attached to a quasi subject, to the referring phrase
“*A”. Similarly in chemistry a complex molecule may havc a
place that can be occupied either by a single atom or by a radical,
c.g. cither by the sodium atom Na or by the ammonium radical
NH,, or again cither by the chlorine atom Cl or by the cyanide
radical CN. This analogy between propositional and molecular
structure is important—and so is the way in which, as we shall
see later, it breaks down.

Why should 1 use the grudging term “quasi subject”? Let us
use “f{ ) and “f'( ) to represent contradictory predicables;
then, when attached to any proper name “a” as subject, they will
give us contradictory predications; but if “* A” takes the placc of
“a”, the propositions “f(* A) and “f'(* A)” will in general not be
contradictorics—both may be true or both falsc. “Some men can
laugh” and “Somc men cannot laugh” are both truc; “Jemima
can lick any dog in town” and “Jemima cannot lick any dog in
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town’ are both falsc if Jemima can lick one dog but not another;
and yet can laugh”, cannot laugh” and “Jemima
can lick ", “Jemima cannot lick ——" are contradictory
predicables. Thus we cannot regard “some men” or “any dog in
town” as genuine subjects, to which contradictory predicates are
attachable to get contradictory propositions. “Every man is P”
and “Every man is not P” may indeed very rcadily be taken as
contradictory forms; but only because the latter form would be
commonly read as mcaning “Not every man is P”, in which
there is not even the appearance of attaching is not P” to
“every man” as subject.

41. These facts about contradictories led Frege to deny that a
referring phrase is an expression at all from a logical point of
view. On his view, we should regard “every”, for example, as
logically going with the grammatical predicate; “Every can
laugh” and “Not every can laugh” will be contradictory
predicables, which yicld contradictory predications when the
blanks arc filled with a general term like “man”. “Every man”
will no more occur in the proposition as a logical unit than “Plato
was bald” occurs as a logical unit in “The philosopher whose
most eminent pupil was Plato was bald”; the question what it
refers to will thus not arise, and attempts to answer it reveal
according to Frege a ‘superficial’, ‘mechanical or quantitative’,
way of regarding the matter.”

Frege’s analysis is both legitimate and important; but on his
own principles the possibility of onc analysis does not show that
none other is possible,® and indeed an alternative analysis could
casily be fitted into Frege's general view. Let us use the term
“first-level predicable” for the sort of predicable that can be at-
tached to a proper name to form a proposition about what is-
named. On Frege’s view any such first-level predicable, if well-
defined, itself stands for something—for a concept (Begriff); and a
pair of propositions “Lvery man is P”, “Not cvery man is P”,
would be contradictory predications about the concept for which

TFrege (3), p- 93n.
8Frege (3), p. 46.
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the predicable “ is P” stood. It thus seems natural to regard
“every man ” and “not every man " as being likewise
predicables—a contradictory pair of second-level predicables, by
means of which we make contradictory predications about a con-
cept. But of course this is radically different from the sort of
theory by which “every man” has a sort of reference to individual
men and is a quasi subject to which first-level predicates are
attached.

42. In any event, there is yet another difference between refer-
ring phrases and genuine Jogical subjects. Connectives that join
propositions may also be used to join predicables; and the very

meaning they have in the latter use is that by attaching a complex -

predicable so formed to a logical subject we get the same result as

we should by first attaching the several predicables to that subject,

and then using the connective to join the propositions thus
formed precisely as the respective predicables were joined by that
connective. “Joe deserted or got killed” is tantamount to “Joe
deserted or Joe got killed”; “Jim understands this argument only if
highly intelligent and free from silly prejudices” is tantamount to
“Jim understands this argument only if Jim is highly intclligent
and Jim is free from silly prejudices”.

For referring phrases it is quite otherwise: “f(* A) & g(* A)” may
be quite different in force from “f&g(* A)”; e.g., “Jane loves some
boy and Jane hates some boy” is quite different from “Jane loves
and (Jane) hates some boy”. Similarly “f*A) v g(*A)” may be
quite different from “f v g(* A)”: thus, “Every politician either is
cynical or deceives himself” is quite different from “Either every
politician is cynical or every politician deceives himself”. Neither
breakdown of equivalences happens for definite descriptions; but
for them it is arguable that there is such a breakdown over
“if ... then”; e.g., the fact that there were two first consuls of
Rome makes “The first consul of Rome was, if cruel, then cruel”
more open to exception than “If the first consul of Rome was
cruel, then the first consul of Rome was cruel”, which is surely
just an instance of “If p, then p”.

On the other hand, when referring phrases are around, it may
not be quite so easy to recognize your instance of “If p, then p”.
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For this proposition:

(1) If Jemima can lick any dog, then Jemima can lick any
dog

is not an instance of “If p, then p”, but rather is tantamount to:

(2) If Jemima can lick some dog, then Jemima can lick
any dog.

We might think this was because of an ambiguity in “any dog”
(even though the emphasis indicated by the italics, which would
give the proposition its intended meaning, would be precisely the
same for both occurrences of “any dog”); we might think the first
occurrence meant “some dog” and the second “every single dog”.
I think this is the wrong explanation; even in (1) and(2) there is a
difference between “any dog” at its first occurrence and “some
dog”, but this difference is compensated for by other differences
between the structure of the propositions. This may be brought
out by paraphrase:

(1) It is true as regards any dog that, if Jemima can lick him,
then it is truc as regards any dog that Jemima can lick
him

(2) If it is true as regards some dog that Jemima can lick him,
then it is true as regards any dog that Jemima can lick
him.

The paraphrases show that “any dog” meant exactly the same in
the antecedent and in the consequent of (1), and again in the
conscquent of (2).

What we have here been concerned with is what Russell calls
scope. Let us suppose that a complicated proposition abbreviated
as “f(* A)” contains a clause “g(* A)” as part of itself: then we shall
in general have to distinguish between taking a referring phrase
“* A” as the quasi subject of the whole of (the context abbreviated
to) “f{_ )" and taking it as merely the quasi subject of “g( )”; in
the latter case we must treat only “g( )”, not the whole of
“f( Y, as the scope of “*A”. For example in (1) the scope of the
first “any dog” is “if Jemima can lick , then Jemima can lick
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any dog”; (1) expresses the supposition that this complex prcc'li.ca-
ble is true of any dog. In (2) on the other hand the proposition
“Jemima can lick some dog” occurs as the antcccd.ent, and t-he
scope of “some dog” is merely the context “Jemima can lick
” This difference in scope between “any dog” and “some
dog” neutralizes the difference between them, so that (1) and (2)
come to practically the same.

43. Thereis certainly a strong temptation t(f say: In thc’?o‘l‘)tcxt
“If Jemima can lick , then Jemima can lick any dog”, “any
dog” means the same as “some dog”, cven though thcy. mean
diffcrent things from ecach other in other contexts. I tlupk we
should resist the temptation. We just cannot infer t.hat if two
propositions verbally differ precisely in.that one contains the exi
pression E; and the other the expression E,, then, if the tota
force of the two propositions is the same, we may cancel out the
identical parts and say that E, here means the same as E,. | shall
call this sort of inference the canceling-out fallacy; we shall
come across it more than once. A simple example of it wgu]d
be: the predicables “ killed Socrates” and was l(l.llc((l1
by Socrates” must mean the same, becausc Socrates” kille
Socrates” means the same as “Socrates killed Socrates”. The
expression “In the context of the proposit.ions P, Bz, the mean-
ing of E;, E, is the same” is a muddling one: it may mean
no more than that P,, which contains E,, means the same as Pz‘,
which contains E, and is otherwise verbally the same as P;; or it
may seek to explain this by the supposition that here El' and E,
mean the same, though perhaps not elsewhere; and the slide from
one to the other just is the canceling-out fallacy.

44. | now come to the different modes of reference that are
ascribed to referring phrases by the medieval. and Russellian
theories. Russell admittedly does not speak of dlffe”rent n3odes of
reference; on the contrary, he says that “every man” and “a man

have the same denoting rclation to different obie.ctsi‘these objects
would correspond respectively to a conjunctive llst. %ocratcs and
Plato and Aristotle and . . .” and to a disjunctive list “Socrates or
Plato or Aristotle or. ..”. But even if we could accept Russell’s
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Realist mctaphysics on this matter, the routes from “cvery man”
and from “a man” to Socrates (or Plato) would pass through
characteristically different ‘combinations’ of men: accordingly,
for Russell no less than the medievals, “every man” and “a man”
would be differently related to any given man, say Socratcs,
whereas either phrase would be related in the same way to Soc-
rates as to Plato. Russell’s disagrcement with the medievals lics
only in his accounting for this difference by a mctaphysical
speculation, which we may henecforth ignore as irrelevant to
logic.

The simplest applicatives to discuss are “some” and “any”. If
we may waive difficultics about classes that are either infinite,
like numbers, or ‘open’ toward the future, like dogs, it is easy to
state truth-conditions for “flany A)” and “f(some A)”; assuming,
in both cascs, that “f{’ )" is the whole scope of the referring
phrase. Let “a,, a», a3, ...” be a complete list of proper names
of and for As, if “A” is a logically simple substantival term: if on
the other hand we have ‘restricted” applicatival phrases, in which
“A” is short for somcthing of the form “B that is P”, then let this
list be a complete list of the proper names which both are names
of and for Bs and are names of things to which the restriction “P”
applics. (By calling the list “complete”, 1 mean that cach of the
things in question has a proper name and no name is left out.)
Then we shall clearly have:

“fsome A)” is true iff® this disjunction is true: “fla,) v
flaz) vflas)v...”

“flany A)” is true iff this conjunction is true: “fla)) &
fla:) & fla;) &...”

For example, if “Bingo, Tripod, Towzer” is a complete list of
proper names that are names of and for dogs and are such that the

restriction “living in town” is true of each dog so named, then we
shall have:

“Jemima can lick some dog living in town” is true iff

“(Jemima can lick Bingo) or (Jemima can lick Tripod)
or (Jemima can lick Towzer)” is true.

®As is usual in logic books, I spell “if’ this way when it has {as in ordinary
English it quite commonly has) the biconditional sense of “if and only if".
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“Jemima can lick any dog living in town” is true iff
“(Jemima can lick Bingo) and (Jemima can lick Tripod)
and (Jemima can lick Towzer)” is true.

Thus it seems plausible to say that “any dog living in town”
and “some dog living in town” alike refer impartially to Bingo,
Tripod, and Towzer, the first doing so conjunctively and the
second disjunctively. This view was taken by medieval logicians
and by Russell. The medievals called the mode of reference of
“any A” confused and distributive, that of “some A” determi-
nate. The point of the second epithet is that “f(some dog)” will be
true iff some determinate interpretation of “x” in “f(x)” as the
name of a dog makes “f(x)” true; a blurred awareness of this was
what led to the untenable views that we studied in Chapter One,
about the reference of “some man” to some man. For the epithet
“confused and distributive” I shall generally substitute “distribu-
tive”. The doctrine of distributed terms is in fact originally a
muddled memory of the medieval suppositio confusa et distri-
butiva. Distributive suppositio was called “confused and distribu-
tive” because of a supposed resemblance to another mode of
reference (which we shall come to presently) called “merely con-
fused”; but since I can see no specially important feature com-
mon to these two modes of reference rather than any other two, 1
shall for simplicity just call them the distributive and the con-
fused mode of reference or suppositio.

45. Confused suppositio is always sharply contrasted with de-
terminate suppositio in medieval logic. Russell uses to the same
end a distinction often made in ordinary English between “some”
and “a”; “f(some A)” and “f(an A)” have the common logical
feature that each is true if we can find a true interpretation of
“fx)”, reading “x” as the proper name of something that “A”
signifies; but “flan A)” may be true even if no such true inter-
pretation of “f(x)” is to be found. For instance, “A United
States citizen is murdered every twelve minutes” may be true
even if for no interpretation of “x” as the name of a United States
citizen does “x is murdered every twelve minutes” come out true;

“Some United States citizen is murdered every twelve minutes”
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would often be taken in the same sense, but it will be convenient
for our purposes to take “some” phrases as always having deter-
minate suppositio, so that this proposition would be true only if
one could ask for the name of the unfortunate victim.

46. Confused suppositio in fact refutes the idea that a referring
phrase can be correctly used only if one could in principle supply
a namely-rider (as Gilbert Ryle calls it). Such riders can be
supplied when there is either determinate or distributive sup-
positio; “Jemima can lick some dog in town—namely Bingo”;
“Jemima can lick any dog in town—namely (for example)
Bingo”. But no namely-rider is called for in order that “Jemima is
waiting for a mouse who lives in that hole” should be true: if
several mice do, Jemima need not be waiting for one rather than
another, and no way of supplying a namely-rider need be correct.

Sentences containing namely-riders are apparent exceptions to
our requircment that referring phrases can fill the same places as
proper names: for “Jemima can lick some dog in town, namely
some dog in town” and “Jemima can lick Bingo, namely Bingo”
are alike absurd. The explanation I should offer is that sentences
with a namely-rider in them are not (purely) propositional in
force; the word “namely” gives a sort of promise, which is not a
proposition. “Namely”, in fact, commits the speaker to the
undertaking of supplying an instance for which his statement is
true; and the first of our absurd sentences is so because what the
spcaker undertakes is not fulfilled, the second, because he under-
takes something absurd—there are no instances of Bingo to give.
There is nothing wrong with either of the propositions (properly
so called) that are here involved, “Jemima can lick some dog in
town”, “Jemima can lick Bingo”; and for them our requirement

is fulfilled.

47. The nonrequirement of a namely-rider was in effect used
by some medieval logicians as their way of explaining confused
suppositio; but 1 cannot regard it as a good way—you cannot
specify the logical force of an expression just by saying what it is
that need not be true when propositions containing the expres-
sion are true. A better attempt at explanation is to be found in
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Ockham and Russell; Ockham explains confused suppositio, and
Russell explains “a” phrases as opposed to “some” phrases, in
terms of a disjunction, not of propositions, but of proper names.
In Russell's example, Miss Smith has two suitors, Brown and
Jones: “You must have met a suitor” corresponds to “You must
have met Brown or Jones”, which is quite different from “You
must have met Brown or you must have met Jones”; on the other
hand, “Some suitor has won Miss Smith’s hand” would corre-
spond to “Brown has won Miss Smith’s hand or Jones has won
Miss Smith’s hand”.!? Similarly, Ockham holds that in “I prom-
isc you a horse” “a horsc” may be replaced salva veritate by a
disjunctive list of (present and future) horses, even though this
proposition were being so interpreted that no substitution of th'c
proper name of a horse would preserve truth; and this is his
criterion for the term’s having confused suppositio. !

To a contemporary logician the idea of a disjunction of proper
names may well seem alien; he would naturally try to treat a
proposition apparently containing such a disjunction as merc
shorthand for one containing a disjunction of propositions or of
predicables; e.g., “You must have met Brown or Jones” would be
shorthand for “You must (have met Brown) or (have met Jones)”.
But we must not take a disjunction of proper names to be obvi-
ously less intelligible than a disjunction of propositions or predica-
bles. In elementary grammar lessons, we learn that connectives
like “and” and “or” may be used to conjoin expressions of like
grammatical role into a complex expression which again has that
grammatical role; e.g., “Jack” and “Jill” are grammatically alike
and so are “went up” and “tumbled down”; so from ““Jack went up
the hill” we may pass to “Jack or Jill went up the hill”, or again to
“Jack went up or tumbled down the hill”. Contemporary logi-
cians would readily take the “or” of the second proposition as
expressing the logical sum of two relations; it may have turned
out that to read “or” as combining proper names does not so
readily fit into a logical scheme, but one could hardly dismiss this
use of “or” in advance as having negligible logical significance.

19Russell, scc. s59.
1Qckham, c. 72.
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Morcover, there arc contexts where a disjunction of names
cannot very plausibly be reduced to any other sort of disjunction.
Suppose a jeweler’s shop has two assistants, Bill and Joc, and a
valuable ruby is missing: “Only Bill or Joc had opportunity to take
the ruby” is quite different from the disjunction of “Only Bill had
opportunity to take the ruby” and “Only Joe had opportunity to
take the ruby”; and if we want to get the “or” joining a pair of
clauses or predicables, we have to construct some such artificial-
looking form as “For any x, only if x is Joc or x is Bill had x
opportunity to take the ruby”. So here “Bill or Joe” secems to be
genuinely standing in the place of a proper name; and in the case
supposed it can be replaced salva veritate by “an assistant”,
which would thercfore presumably have the confused mode of
reference. The medievals, who had a curiously strong interest in
exclusive propositions, did in fact hold that in “Only an A is P”,
“an A” had suppositio confusa.?

We must not, however, too readily assume that we do under-
stand a disjunction of proper names. A child could no doubt be
taught the use of a common, shared, name “tripodortowzer” in
simple acts of naming—taught to usc that name preciscly for
cach of the two dogs Tripod and Towzer. But what would then be
meant by the question “Is tripodortowzer cating that bone?”? 1t
looks as though the answer ought to be “Yes” or “No” according
as the predicable “eating that bone” (suitably understood from the
context of the utterance) did or did not apply to what is named by
“tripodortowzer”; but since this name would name cither of two
dogs, this condition is incurably ambiguous. Thus “Tripod or
Towzer is eating that bone”, which is not ambiguous if the pred-
icable can be understood from the context of utterance, cannot
be taken as an answer to our supposed question; nor, thercfore,
can its grammatical subject “Tripod or Towzer” be cquated with
the supposed common name “tripodortowzer”. And no other
possible way immediately suggests itself of construing a list
formed with “or” as a genuine complex subject or quasi subject.

All the same, let us provisionally swallow the notion of proper
names’ being disjunctively combined; it at least seems to make

2Sce, c.g., Ockham, ¢. 73 and c. 7.
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sense of the distinction between determinate and confused sup-
positio, and this distinction is continually important in both
philosophical and nonphilosophical examples. To take a non-
philosophical example: Let Bill have three sisters, Mary, Jane,
and Kate. Then “Tom has obliged himself to marry a sister of
Bill's” would by Russell’s convention correspond in truth-value to
“Tom has obliged himself to marry Mary or Kate or Jane”—so
that the obligation could be fulfilled if he married any one of
them. On the other hand “Tom has obliged himself to marry
some sister of Bill's” would correspond in truth-value to “(Tom
has obliged himself to marry Mary) or (Tom has obliged himself
to marry Kate) or (Tom has obliged himself to marry Jane)”. In
this case, the suppositio being determinate, there has to be an
answer to the question “Which sister of Bill's has Tom obliged
himself to marry?”, if the proposition is true.

If we do use the distinction between a disjunction of proper
names and a disjunction of propositions to explain this distinction
between the two modes of reference, then we must allow that
there may be cases in which the propositions “flan AY” and
“flsome A)” absolutely coincide in inferential force. In the con-
text “Tom has obliged himsclf to marry it makes a dif-
ference whether we insert “a sister of Bill's” or “some sister of
Bill’s”; but it makes no difference at all in the context “Tom has
just married 7, since there is no difference whatever in in-
ferential force between “Tom has just married Mary or Jane or
Kate” (“a sister”), and “(Tom had just married Mary) or (Tom
has just marricd Jane) or (Tom has just married Kate)'—i.c.,
“Tom has just marricd some sister”. Russell accepted this result,
but did not infer that in such cases “an A” and “some A” must
coincide in meaning; such an inference would have been, in fact,
just the canceling-out fallacy, already exposed.

Medieval logicians, on the other hand, did hold that, if in a
given proposition the suppositio of a term is changed from deter-
minate to confused, the inferential force of the proposition is
altered. In some of them, this resulted from their unsatisfactory
negative account of confused suppositio, in terms of what a prop-
osition exemplifying such suppositio does not imply. Since Ock-
ham, however, anticipated Russell’s positive disjunction-of-
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names explanation, I cannot but suspect him of inferring that if
in a given case “f(an A)” means much the same as “f(some A)”,
then here “an A” means “some A”, and is thus an instance not of
confused but of determinate suppositio. This, of course, is the
canceling-out fallacy.

There is an amusing paralogism to prove that a cat who
watches a mousehole will not catch what she waits for. She can-
not but catch some determinate mouse if she has any success at
all; but she was waiting just for @ mouse, not for any determinate
mouse. Now, if Jemima catches Minnie, we may say “Jemima
was waiting for a mouse from that hole, and Minnie is a mouse
from that hole, and Jemima has caught Minnie”. But Russell
would allow us to analyze “Minnie is a mouse from that hole” as
“Minnie is-identical-with a mouse from that hole”!3 and to treat
this “a” phrase like others. Accordingly, if m,, m,, mjs, are all
the mice from that hole, we may salva veritate substitute “m;-
or-my-or-my” for “a mousc from that hole” both times, so as to
get: “Jemima was waiting for m,-or-my-or-mz, and Minnie is
identical with m,-or-m,-or-my, and Jemima has caught Min-
nic”. On this score, Minnie is after all identical with what
Jemima was waiting for. We may worry over the expression
“Minnic is identical with m,-or-m,-or-my”’; and our worry would
be justified if we thought there was disjunction in rebus, as Rus-
sell did; for Minnie certainly would not be identical with a
number of mice nonrelationally combined. But if we are less
Realist than Russell was, and are on the other hand willing to
exploit his doctrine that “flan A)” may coincide in import with
“flsome A)”, this worry disappears; “Minnic is identical with a
mouse from that hole”, “with m,-or-m,-or-m3”, may very well
be taken to coincide in import with “Minnie is identical with
some mouse from that hole”—“Minnie is identical with m, or
Minnie is identical with m, or Minnie is identical with m3”"—
which is comparatively unproblematic.

48. An example of philosophical errors in reasoning that can be
easily exposed by the apparatus of suppositio confusa and sup-

3CE. Russell, pp. 54-55n. He of course holds that other analyses are possi-
ble.
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positio determinata is the inference (apparently) made by Berke-
ley from the premises:

(i) A sensible object, c.g. the tree in the Quad, does not
depend for its continued existence on being perceived
by me, nor, pari ratione, by any finite person like me;

(ii) The trec in the Quad is, however, dependent for its con-
tinued existence on being perceived by some person.

Berkeley goes on to what he says follows ‘immediately and neces-
sarily’, namely:

(iit) The tree in the Quad depends for its continued existence
on being perceived by a nonfinite person, i.c. by God.

The inference would be valid only if the truth of (ii) would
warrant the question: “On whose perception, then, docs the tree
in the Quad depend for its continued existencee?”; that is, in
medicval language, only if “some person” in (ii) had suppositio
determinata. But if I said, for example, “This poker game de-
pends for its continuance on some person’s going on playing”, it
cannot be asked which person has to go on playing all the time to
keep the game going—any one player may drop out and yield his
hand in thc game to a newcomer. Here, and in (ii), “somc
person” would be counted as having suppositio confusa; the ques-
tion “Namely, which person?” neced not arise. Similarly, then, if
there were a rota of finite percipients, the tree in the Quad might
be ensured a continued existence, even though no finite perci-
pient kept his eye on it all the time.

By Russell’s convention, of course, “some person” would have
suppositio determinata; but in (ii), although it reads more natural
than “a person”, “some person” has suppositio confusa. Con-
trariwise, “a nonfinite person” in (iii) reads more naturally than
“some...”, but has suppositio determinata. There is no fool-
proof way of interpreting ordinary language on such points; the
price of frecdom from fallacy is cternal vigilance.

49. The difference between “f(some A)” and “flany A)” was
explained in terms of the difference between a disjunction and a
conjunction of propositions; that between “f(some A)” and “f(an
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A)’, in terms of the difference between a disjunction of propo-

sitions and a disjunction of proper names. This suggests room for

another mode of reference, symbolized let us say by “every”:

“flevery A)” differing from “flany A)” in a way corresponding tc;

the .diffcrence between a conjunction of proper names and a

conjunction of propositions. We should thus get the following
symmetrical scheme:

It “ay, ay, as,...”

and for As, then:

“flan A)” is true iff “fla; or a; or a3 or...)" is true

“flsome A)” is true iff “fla,) or flay) or fla) or...” is

is a complete list of proper names of

true;

“flany A)” is truc iff “fla,) and fla,) and flag)and...” is
truc;

“flevery A)” s true iff “fla, and gy and @y and ... ) is
truc.

In the last expression, the names conjoined with “and” are not
to be read as forming the single subject of a collective predication
like “Mary and Janc and Kate together weigh 390 1b.” We may
gct a C}’Cé.ll‘ instance of the intended distinction between “any” and

every” if we go back to Tom’s relations with Bill’s sisters Mary
Janc, and Kate. We have, by our convention: ’

“T‘(‘)m can lawfully marry any sister of Bill's” is true iff
(Tom can lawfully marry Mary) and (Tom can law-
.fully marry Jane) and (Tom can lawfully marry Kate)”
Is true;
“Tom can lawfully marry cvery sister of Bill's” is true iff

‘t‘Tom can lawfully marry Mary and Jane and Kate” is
rue.

The second is a much stronger proposition than the first—it
means that Tom can lawfully at once marry Mary and marry Jane
and marry Kate. But it is not a collective predication about Mary

Jane, and Kate; codes of law that allow simultaneous polygam;'
need not therefore treat a man’s wives as a corporation and deem
that he is married to the corporation. We may call the seemingly

distinct mode of reference that “every” phrases like this one have
the conjunctive mode. ’
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so. There was not much medieval recognition of the conjunc-
tive mode as distinct from the distributive. In general, as in our
example, “flevery A)” is a stronger proposition than “flany A)”;
in some examples, the two will coincide in import—e.g., if we
take the context “f( ) to be “Tom is in love with ”and “A”
to be “sister of Bill's”. Thus, if a proposition “flevery A)” is
erroncously identified with “flany A)”, the difference will not
force itself on people’s attention in the way that it became neces-
sary to distinguish “flan A)” from “f(some A)” to prevent fallaci-
ous inferences from “flan A)”; for, as a rule, whatever follows
from “flany A)” also follows from “f(every A)”, though not vice
versa. On the other hand, the fourfold scheme given above is
found in Russell.

51. The explanation of the fourfold scheme that I have given is
casily shown to fit almost all the long lists of examples given by
Russell even though Russell’s professed explanation of his
scheme is different from mine.’* It would take up too much
space to discuss these lists in detail: I shall indicate how to check
Russell’s assertions as to the import of the several items, give the
full working-out of some items, and leave the rest as an exercise
for the reader.

Russell uses in this passage the following terminology for no-
tions belonging to set theory. “Term of” means “member of”;
“belongs to” means “is a member of”’; “common part” or “part in
common” (of two or more classes) means “common member”;
“is contained in” means “is a subclass of, or is the same class
with”; “the logical sum of the classes ¢, ¢, c3,...” means “the
class having just those members that are either members of ¢, or
members of ¢, or members of ¢; or. . .”, and “the logical product
of the classes ¢;, ¢, cs,...” means “the class having just those
members that are at once members of ¢, and members of ¢, and
members of ¢; and . . .7,

Russell uses in his examples the lower-case italic letters “a”
and “b”; his use is rather inexact—he uses the same letter as
proxy now for a general term that can have a plural and now for a

H4Russell, sec. 61.
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proper name of a class or series. For typographical convenience, |
shall use “A”, “B”, instead of “a”, “b”, and shall restrict these
letters to the general-term use; thus, where Russell writes “the
logical sum of b”, “any class belonging to b”, “the series a”, |
shall write “the logical sum of the Bs”, “any B”, “the serics of the
As”. This sceming pedantry is indispensable to clear thought on
the matter; and readers should correct Russell’s careless language
in this way before checking his results.

The task of checking is considerably lightened by getting the
following preliminary results.

Let us use the sign “=" between quoted expressions to express
substitutability salva veritate. Let “a;, a,, as...” be a complete

list of the As, and “b,, bs, bs,...”, of the Bs. Then we have:

“term of an A”

“term of a, or of a, or (of)az or...”
“term of the logical sum of a,, a.,
ds,...”
= “term of the logical sum of the As”.
“term of every A” = “term of a, and (of) @, and (of) as
and...”

= “term of the logical product of a,, a»,

ds, ...

= “term of the logical product of the
As”.

Similarly:

“belongstoa B” = “belongs to the logical sum of the Bs”.
“belongs to every B” = “belongs to the logical product of the

BS”,

I now give a few cases to show how Russell’s interpretations
both accord pretty well with the ordinary use of “some”, “any”,
“every”, and “a”, and also strictly conform to our rules. One
further rule is needed to get the right results: If a “some” phrase
and an “any” phrase occur in the same proposition, the rule for
“some” must be applied before the rule for “any”. This rule, we
shall see later, is crucial.

(a)(2) “Any A belongs to a B”
= “Any A belongs to the logical sum of the Bs”
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= “The class of all As is contained in the logical sum of
the Bs” i
(@)(3) “Any A belongs to some B” (by the rule for “some”)
= “(Any A belongs to b,) or (any A belongs to b,) or
(any A belongs to by) or...”
= “(The class of all As is contained in b,) or (the class
of all As is contained in b,) or...”
= “In some B the class of all As is contained”:
(y)10) “A term of an A belongs to every B”
= “A term of the logical sum of the As belongs to the
logical product of the Bs”
= “The logical sum of the As and the logical product
of the Bs have a part in common”.

(y)11) “A term of an A belongs to any B” (by the rule for
‘Lany’7)
= “(A term of an A belongs to b,) and (a term of an A
belongs to bs) and...”.
Now:
“A term of an A belongs to b,” = “A term of 4, or (of)
a, or. .. belongs to b,”
= “(A term of a, belongs to b;) or (a term of a,
belongs to by) or...” .
= “(q, has a part in common with b,) or (a, has a part
in common with b;)or...” . i
= “Some A has a part in common with b,”.
So:

(¥)X11) = “(Some A has a part in common with b,) and (some
A has a part in common with b,) and. X
= “For any B you take, some A has a part in common

with it”.
We could have reached the same results by applying our rules
first to “an A” and then to “any B”.

(y)(19) “A term of some A belongs to any B” (by the rule for

“Some,,)
= “(A term of a, belongs to any B) or (a term of a,

”»

belongs to any B) or...".
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Now:
“Aterm of a, belongs to any B” (by the rule for “any”)
= “(A term of a, belongs to b,) and (a term of q,
belongs to b,) and...”
= “(a, has a part in common with b,) and (a, has a
part in common with b,) and...”
= “a, has a part in common with any B”.
So:

(¥X19) = “(a, has a part in common with any B) or
(a2 has a part in common with any B)
or...”

= “(There is) some A (that) has a part in

common with any B”.

It is laborious, but not difficult, to check through Russell’s
thirty-two examples—or rather, thirty-eight, if we observe that at
(@)(5) and at (y)(4), (5), (6), (16), and (17), we have cach time a
pair of examples alleged to coincide in import. The result is that
in thirty-five out of thirty-cight cases the import worked out by
our rules exactly agrees with Russell’s. The only exceptions are
(¥)4), (5), and (6); in each of these cases Russell assumes “any
term of an A” = “any term of some A”, and thus wrongly gives a
pair of forms as equivalent. In fact, if we work out the cases by
Russell’s implicit rules, we get quite a different result. Let “f( )"
represent the context in which the phrase “any term of an A” is
embedded; this is in fact “ belongs to cvery B” for (y)4),
« belongs to a B” for (y)(5), and belongs to some B”
for (y)(6). Whichever context “f{ )" is short for, we shall have:

“flany term of an A)” = “flany term of any A)”.

For let us suppose that the As are just a,, as, as, . . ., the terms of
ay are just a,,, a2, . . ., the terms of a, just as;, ays, . . ., and so
on. Then we shall have:

“flany term of an A)”

“flany term of a, or (of) a, or. ..y’
“fla);) and fla,;) and. . . and flay,)
and flax) and... and fla;) and
flag,) and . ..”
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But here we have further:

“flany term of a,)” = “fla};) and flay,) and...”,
“flany term of a,)” = “f(a,;) and flas:) and. . .”,

and so on. So we have:

“flany term of an A)” = “flany term of a,) and flany term of
a,) and flany term of a3) and...”

But now if we apply Russell’s implicit rule for “any” phrases to
the context “flany term of )Y’, we have also:

“flany term of any A)” = “flany term of a,) and f(any term of
a,) and flany term of a3) and...”

And thus we have, as I said:

142

“flany term of an A)” = “flany term of any A)

This result of Russell’s implicit rules, like many of his results, is
in good accordance with the ordinary English use of the applica-
tives concerned; his having made “flany term of an A)” equiva-
lent to “flany term of some A)” in these three cases is clearly a
mere slip.

52. It is very curious that Russell’s professed explanation of the
diffcrence between “every” and “any” docs not at all agree with
the rules that he so carefully observes in practice. As regards
“every”, he correlates “Every suitor (is paying court to Miss
Smith)” with “Brown and Jones are paying court to Miss Smith”,
which he distinguishes from “Brown is paying court to Miss
Smith and Jones is paying court to Miss Smith”: so far, all is in
order. But it would have been better if Russell had chosen an
example in which the proposition containing a conjunction of
names diffcred in inferential force from the corresponding con-
junction of propositions; his actual choice of examples leads him
to the quite erroneous assertion that, when such a list combined
by means of “and” is not read collectively, the proposition con-
taining it is equivalent to a conjunction of propositions—which is
not in general true, and if it were true would wipe out again the
distinction Russell makes between “any” and “every”.
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Russell’s account of “any” is still more bedeviled by a badly
chosen example: “If you met any suitor of Miss Smith, you met a
very ardent lover”. On the one hand, this will correspond to: “If
you met Brown or Jones, you met a very ardent lover”; on the
other hand, it will be true iff both “If you met Brown, you met an
ardent lover” and “If you met Jones, you met an ardent lover” are
true propositions. So Russell says there is ‘some difficulty” about
the notion of “any suitor”, which ‘seems half-way between a
conjunction and a disjunction’. !’

If this difficulty arose at all, it would arise already in the propo-
sitional calculus, independently of any referring phrase’s being
used. “If p or g, then " is equivalent to “(If p, then r) and (if g,
then r)”; but this gives no warrant for the idea that the “or” in “i
p or ¢” is a peculiar connective, ‘half-way between a conjunction
and a disjunction’.

For the rest, Russell’s perplexity depends on his ignoring the
scope of referring phrases. The following three propositions are all
equivalent:

(1) If you met a suitor of Miss Smith, you met a very ardent
l()VCr.

(2) If you met some suitor of Miss Smith, you met a very
ardent lover.

(3) If you met any suitor of Miss Smith, you met a very
ardent lover.

But the force of the referring phrase is different in each one; and
on the other hand in (1) and (2) the scope of the referring phrase
is simply “you met 7, whereas in (3) it is “If you met ,
you met a very ardent lover”. In accordance with our rules, the
antecedent of (1) corresponds to “You met Brown or Jones”, that
of (2) to “You met Brown or you met Jones”; thus in the context
“you met ” the difference between “some” and “a” does not
affect the import of the antecedent. On the other hand, the
import of (3) is as Russell states, precisely because the “any”
phrase has a long scope, and because “If p or g, then r” is
equivalent to “(If p, then r) and (if ¢, then r)”; (3) corresponds to

I5Russell, sec. 59.
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a conjunction of the results of inserting “Brown” and “Jones”
instead of the “any” phrase in (3). So the example, properly
understood, only confirms the correlation we made between
“any” phrascs and propositional conjunction; there is no warrant
for the expression “half-way between conjunction and disjunc-
tion”. There seems as little warrant for Russell's saying that in
‘complicated cases’ there is no longer an cquivalence between a
predication about any so-and-so and the conjunction of corre-
sponding predications about the several so-and-so’s; at least, he
supplies no example, here or elsewhere.

53. Russell's defective explanations do not count against the
validity of his distinctions; and the distinction between “every”
and “any”, like that between “a” and “some”, is often important
in philosophical, as also in everyday, arguments. In everyday life,
it may be, fallacious reasoning (that is likely to take people in)
dependent on a confusion of “any” and “every” is not so easily to
be found, though perhaps the art of some salesmen and politi-
cians consists in smoothing over the transition from “You can
afford any one of these items” to “You can afford every one of
these items”. The fallacy is naturally more rife in philosophy,
where a fallacious inference is not so readily exposed by its yield-
ing a false or improbable conclusion from true premiscs; an
example is the transition from “Any sense perception may be
illusory” to “Every sense perception may be illusory”.

54. This concludes my treatment of the doctrine of suppositio.
The reader may well supposc that, in spite of the crrors of detail
into which Russell and the medievals fell, the theory must be
essentially sound—that something on these lines is needed, to
deal with definite fallacies. 1 shall now try to show that the doc-
trine of suppositio is radically inconsistent, though less obviously
so than the doctrine of distribution, and that we need to start all
over again on new lines. Of course the fallacics which the doc-
trine of suppositio tried to eliminate are fallacies, and we shall
have to give some account of them; but this no more justifies the
doctrine of suppositio than the fallaciousness of syllogisms with
an ‘undistributed middle’ is a ground for accepting the doctrine of
distribution.
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55. To state the doctrines of referring phrases discussed in the
last chapter, I used the symbol “f{ )" as a schema for a ‘context’
in which there could stand either a proper name or a referring
phrase. This of course presupposed that the context represcnted
by “AC )" would be a univocal expression in the propositions
represented (say) by “fla.)”, “flsome AY”, “flan A)”. There are,
however, as we shall see, serious difficulties about this,

If a context “f( )" is really univocal, then by our previous
explanations it must be a predicable, and will actually be a predi-
cate when supplied with a proper name as its subject. If it is
attached to a referring phrase, which, we decided, deserves to be
called only a quasi subject, it will not be the predicate of a
proposition in which it occurs; but the identity of a predicable, as
we said, does not depend on its always being an actual predicate;
and if our symbolism, and therewith the theory of referring
phrases, is to be justified, a context represented by “f( ) must
be an univocal predicable. For when we were giving truth-
conditions for various sorts of propositions schematically repre-
sentable by inserting a referring phrasc in the blank of fl ), we
.uscd the same letter with the blank filled by a proper namg; ,and
in the latter use “f{ )" must represent a predicable; so, if the
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symbolism is to be justified, “f{ )" at its other occurrences must
also represent the same predicable.

This may seem to work well so far as concerns “some” and
“any” phrascs. The truth-conditions of “flany A)” and “f(some¢
A)” are respectively given by a conjunction and by a disjunction
of clauses, in cach of which clauses “f{ )" occurs as a predicate
with a proper name as its subject. A similar thing holds for
phrases formed with “most”. Suppose we have a finite complete
list of names of and for As that does not include the same A
twice over under different names: then the truth-conditions of
“f(some A)”, “f(any A)”, and “f(most As)” are respectively given
by a disjunction, a conjunction, and a (certain) disjunction of
conjunctions, of the singular propositions in which “fl )" i
attached to the several names on the list. For example, let “a,,
as, dz, a,” be our list of As. Then:

“flany A)” is true iff “fla,) & fla.) & flas) & flay)" is
true.

“flsome A)" is true iff “fla,) v f(as) v flas) v fla,)” is true.

“f(most As)” is true iff “|f(a,) & fla,) & flas)) v [fla.) &
flas) & flag)l v (fla;) & flas) & fla)} v [flay) & flay:
& fla,)]” is true.

It would be a little troublesome to give a rigorous general formu-

lation of this sort of truth-condition for “f(most As)”; but it ought
to be intuitively clear that, given an actual list of As, a truth-
condition always could be specified by giving such a disjunction
of conjunctions. Thus in regard to “flany A)” or “flsomeA)” or
“flmost As)”, it seems entirely plausible to regard “f{. )" as a
predicable attached to a referring phrase—provided that the scope
of the referring phrase is the whole of the context “f( )"

On the other hand, “f(a cat)” and “flevery cat)” cach have as
truth-conditions a single proposition in which the referring
phrase is replaced by a list of cats’ names combined with “or” or
“and” (as the case may be). If we waive our previous difficultics
about the logical role of “and” and “or” used like this, we mas
plausibly suppose that one and the same predicable “f{ )" ma
occur in “f{Jemima and Ahab and Smoky...)”, or again in
“f(Jemima or Ahab or Smoky...)”, and on the other hand ir:
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“fiJemima)”’—this last being a degenerate case of a list, contain-
ing only one item. As before, then, we may plausibly suppose
that one and the same predicable may be identified in “f(a cat)”,
“fievery cat)”, and “f(Jemima)’—provided that the scope of the
teferring phrases is the whole of the context “A ).

We shall see, however, that if we do thus regard the contexts of
“a" and “cvery” phrases, we get into difficultics over the dictum
de omni principle.

56. Concerning the dictum de omni there has been an extraor-
dinary amount of confusion; this long preceded the corrupt logi-
cal tradition in which, as Descartes already complained in the
Discourse on Method, ‘sound and useful rules’ (like the dictum de
omni) are inextricably mixed up with ‘useless or harmful ones’
like the doctrine of distribution). Indeed, in origin the very name
of the dictum de omni expresses a confusion: it comes from
translation of Aristotle’s “kata pantos kategoreisthai”, i.e. “to
be predicated (sc. truly predicable) of every one”, in Prior Ana-
bvtics 24728. A little careful reading of the text and context shows
that Aristotle was not here enunciating a fundamental principle
of svllogistic, nor even formulating a rule at all; Aristotle begins
his work by introducing and explaining a number of logical terms
of art, and “predicated of every one” has to come in such a list as
“universal quantification” must for a modern logician.

We cannot, I think, get any light on the matter by looking at
formulations of the dictum in medieval logic; but we can make
some steps in the right direction by considering the sort of
ssllogism that the medieval logicians regarded as validated by the
dictum—boni syllogismi regulati per dictum de omni. For there is
ndeed a common principle underlying these syllogisms, and we
can sce that this is so before we are able to formulate the principle
accurately. Given what purports to be such a formulation, it is a
matter not of any stipulation on my part, but of hard logical facts,
whether this rule will do the job; if it will, then it appears reason-
able to appropriate the name “dictum de omni” for this formula-
tion of the rule, rather than for ones to be found in the literature
that are inadequate.

The boni syllogismi in question were such as would appear in
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the notation of section 36 as follows:
Whatever is f is g; f(* A); ergo g (* A)

where * is £ and “f{_ )" are just different styles for schemat-
ically representing one and the same chosen predicable. The
usual interpretations of the asterisk as an applicative would be
confined to “cvery” and “some”; medieval logicians, as we have
seen, mostly had nothing corresponding to Russell’s distinction of
“every” and “any”. But clearly validity will be preserved for cer-
tain other applicatives as well—“more than one”, “all but one”,
and “most” (or “almost every”), for example. For other applica-
tives the pattern of inference is invalid: as for example if we take
“* A” to mean “just one A” or “few As” (where “Few As are
so-and-so” = “Most As are not so-and-so but some are”).

In order to extract a common principle from these boni syl-
logismi, we must leave it unspecified which applicative is used in
the minor premise and the conclusion, so long as it is the same in
both. How then are we to exclude applicatives for which this
sylogistic pattern is invalid? We may of course divide applicatives
into dictum de omni applicatives and the rest, according as the
above syllogistic pattern does or does not turn out valid; but thus
far [ have merely listed some dictum de omni applicatives, and we
have no idea how to recognize their common property; a rule that
the above syllogistic pattern is valid when there is a dictum de
omni applicative employed will be vacuous, for validity of the
pattern is thus far our only criterion for a dictum de omni applica-
tive.

We may gain a better insight, I think, by analyzing a more
complicated example, not reducible to syllogistic form:

(A) No man has admired any pig;
(Almost) every man has seen a pig;
Ergo, (almost) every man has seen, but not admired,
something (or other).

(I use this rather stilted form for the conclusion, rather than the
more natural “. .. has seen something but not admired it” or
«_ .. has seen something which he has not admired”, in order not
to raisc at this stage problems about the use of pronouns with
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antecedents, like “it”, “which”, and “he” here: they are to be
discussed in the next chapter.) Even with the familiar quantificr
“every”, this argument cannot be put in syllogistic form; and we
may sce, morcover, that any dictum de omni applicative substi-
tuted for “(almost) every” both times would likewise make the
argument valid. We must therefore not conceive the dictum de
omni as validating only syllogisms.

The key to our problem is to be found if we relate argument (A)
to one of simpler structure:

(B) No man has admired any pig;
The man a has seen a pig;

Ergo, the man a has seen, but not admired, something
(or other).

Here I use “the man a” as proxy for a term that is a name of and
for a man. It is easy to establish the validity of (B) itself. From the
first premise of (B) we may infer “The man a has not admired any
pig”. So (B) is valid if this argument is valid:

(C) The man a has not admired any pig;
The man a has seen a pig;

Ergo, the man a has seen, but not admired, something
(or other).

And (C) is casily scen to be a valid argument; we need not here
analyzc it further. So (B) is valid. The question is: how can we get
from the validity of (B) to that of (A)?

The transition from (B) to (A) is not one from premises to
conclusion, in accordance with a rule whose soundness consists
in prescrving truth; it is a transition from one argument to
another, by a rule whose soundness consists in preserving valid-
ity. This brings us to a fundamental distinction between two
kinds of logical rules. Even as everybody doing logic learns to
distinguish truth and validity, stating and arguing; similarly,
everybody ought to learn the distinction between truth-preserving
and validity-preserving rules. It will be handy to have labels for
the two kinds. For truth-preserving patterns of argument Aristot-
le’s term “schema” is still in use, so I shall here speak of schemat-
ic rulcs. Procedures for transforming valid arguments into valid
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arguments are of course implicitly used very often in Aristotle’s
Prior Analytics, but were brought into the focus of explicit logical
consideration only by the Stoics, who spoke of themata; follow-
ing the Stoic precedent, 1 shall speak of thematic rules.

The dictum de omni rule justifying the transition from argu-
ment (B) to argument (A) must clearly be a thematic rule, so I
shall say a little more in general about thematic rules. The
simplest thematic rule is the rule that allows us to arrange argu-
ments in a chain: this is so obvious that logic books rarely formu-
late it explicitly (though I have known one which rejected the
gencral validity of the rule!). Given that “p, ergo ¢” and “g, ergo
r” are both so interpreted (“g” the same way both times) as to
come out valid, then the chain of argument “p, ergo q, ergo r”
will likewise be valid.

In the formulations of logic with so-called introduction and
elimination rules, the distinction between thematic and schemat-
ic rules is usually not emphasized, although in comparison with
this the distinction between introduction and elimination rules is
quite superficial. The rules for inferring a conjunction from its
two conjuncts as scparate premises, for inferring a conjunct from
a conjunction, and for inferring a disjunction from either dis-
junct, are all of them schematic rules, truth-preserving rules; this
similarity is far more important than that the first and third rules
should be classed together under the heading “introduction
rules” and the second be called “an elimination rule”. On the
other hand, what is called “vel-elimination” is a thematic rule, a
rule for blending together two valid arguments to make a new
valid argument. If we have a valid argument deriving “r” from
“p” (plus perhaps some set of further premises S), and another
valid argument deriving the same conclusion “r” from “q” (plus
perhaps some further premises S'), then we may frame a new
valid argument deriving “r” from “p vel ¢” (plus any further
premises in S and S’ that were used in getting “r” by the original
arguments). This rule is utterly different in character from the
other three; it is validity-preserving, not truth-preserving; and it
cannot be applied directly to premises, but only when we already
have a pair of valid arguments to plait together. The specious
symmetry and system obtained by presenting thesc four rules as
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the elimination-rule and the introduction-rule for each of the two
connectives “and” and “vel” can only obscure the logical powers
of the rules.

The transition from (B) to (A) is also legitimated by a thematic
rule; and the thematic rule that we shall need is one that will also
validate the medievals’ boni syllogismi, as transformations of the
simpler syllogism:

(D) Whatever is f is g; f(a); ergo g(a).

1 propose, as I said, to appropriate the term “dictum de omni” as a
name for the thematic rule that is required. If we compare this
syllogism with the syllogism:

(E) Whatever is f is g; f(*A); ergo g(* A)

a simple solution may perhaps suggest itself. If the major premise
of syllogism (D) is valid, then whatever the predicable “f( )"
applies to the predicable “g( )" also applies to. Now “f(* A)” is a
true proposition iff “f( )" applies to whichever As the phrase
“* A" is being used to refer to; but by the major premise “g( )"
applics to whatever “f{ )" applies to; so if both “f(* A)” and the
major premise shared by (D) and (E) are true, the predicable
“g( )" will apply to whichever As the phrase “* A” is being used
to refer to. But this last clause gives the truth-condition of
“g(*A)”; and thus the validity of (E) is established.

Simple and convincing as this reasoning may seem, it is en-
tirely fallacious. Any referring phrase “* A” can be used to refer,
in its fashion, to each and every one of the things called “A”; in
giving truth-conditions for propositions containing such a phrase,
as we saw in the last chapter, if the things in question can be
actually listed then we must mention each one of them on a par
with all the others. If another applicatival phrase were being
used, say “t A”, we should still be referring to the same things,
namely to each and every A. So we cannot speak distinctively, as
the above argument made it appear that we could, of the As that
the phrase *“* A” is being used to refer to; nor is it apparent why we
may not pass from a minor premise “f(*A)” to a conclusion
“g(t A)’, since the same As are referred to in both. The whole
argument is really based on the error discussed in Chapter One,
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the error of making “every dog” refer to every dog and “some dog”
only to some dog. We easily slip into this error unawares: the
exploration of this false trail in our scarch for the dictum de omni
principle will have been worthwhile if it helps us to detect and
avoid the error, which might otherwisc mar our understanding of
the dictum.

We shall get a clearer view of how the dictum de omni works if
we slightly modify the arguments upon which it works and those
to which it leads. Suppose we start from an argument from “f{a)”
(plus perhaps some set of extra premises S) to “g(a)”, “a” being
taken as a name of and for an A. We want to show that, if we use
the right sort of applicative, “f(* A)” (plus any premises in S used
in the original argument) will yield the conclusion “g(* A)”. To
do this we first transform the original argument to make it a chain
argument: from “f(a)” (and any necded premises in S) we are first
to infer “fla) & g(a)”, and then from this conclusion to detach
“g(a)”; clearly this chain of reasoning is valid iff the original
argument is valid. In parallel to this, we shall first show that for a
rightly chosen applicative we may pass from “f(* A)” (and the
needed premises in the set S) to “f(* A) & g(the same A)”, and
then that from this conclusion we may infer “g(* A)”.

[ argued in the last chapter in favor of the view that (in certain
contexts at least) a general term like “elephant” may be regarded
as a name and as a possible logical subject: “elephant” in such
uses would name each and every elephant, a proper name
“Jumbo” just one elephant. I further hold that with certain
applicatives (not with all: e.g., obviously not with “no” or
“alone”) we may take “f(* A)” as predicating with respect to the
subject-name “A” preciscly what is predicated with respect to the
subject-name “a” in “f{a)”. Though I am disagrecing with Frege
about the status of common nouns, | am accepting his view,
already mentioned in section 41, that in a proposition of the form

“f(*A)” the applicative may be taken to go rather with the predica-
ble represented by “A )" than with the noun represented by
“A”. (In various natural languages the applicative would appcar
as an adjective agreeing with “A” in gender, number, and case;
grammar thus suggests a reference to some proper or improper
subclass of the As; but grammar is here gravely misleading.) And
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thus we may regard “f(*A)” and “f(a)” as making the same pred-
ication, though in relation to different logical subjects.

A puzzle may arisc here: it may be that with two different
applicatives, represented say in “f(t A)" and “f(* A)”, we cach
time get a predication concerning the subject-term “A” which is
the same as that made concerning “a” in “f{a)”; how then can
the star and the dagger differ in sensc? The temptation here is
once more a temptation to the canceling-out fallacy. In the de-
generate case where there is but one thing called by the common
name “A”, “f(* A)” and “f(t+ A)” will indeed both come out true
iff the predicable “f( )" is true of that one A; but since it is no
part of the sense of either proposition to say how many As there
arc, the two predications will not have the same sense, cven in
this casc; still less need they have even the same truth-value when
there are several As. What I am, however, implying is that when
we replace “A” by “a”, a name of and for an A, whose scnse
requires that it does not name several As, then “f(a)” and “f(t a)”
and “f(*a)” will all have the same sense. But to suppose that
therefore “f( )" and “f(} )” and “f(* )" all have the same
sense, regardless of which common or proper name is inserted
into these contexts, just is the canceling-out fallacy.

Some of the considerations in the last paragraph may be rem-
iniscent of the way that textbooks propagating distributionist
logic will assimilate the singular form “S is P” to “Some S is P”
or “Every S is P” (therc is a certain hesitation here between
“some” and “cvery”). But the underlying rationale is quite dif-
ferent. For me it 1s nonscensical to ask which individuals a phrase
“cvery 87 or “some S” refers to, and on the contrary the applica-
tive shows how * is P” latches onto the subject “S”; for the
distributionist logicians on the other hand the reason why assimi-
lation of the forms is justified when we have a singular subject-
term is that then “S” and “every §” and “some S” all have the
same reference. So the agreement on this point between these
writers’ view and mine arises only from their making a double
crror about the (supposed) reference of applicatival phrascs, an
crror which cancels out and conccals itself as in a wrong addition
of a column of figurcs.

I remarked in scction 34 that the continued reference made in
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telling a tale by repetition of proper names could also be effected
by phrases of the form “the same A”. In fact, if “a” is a name of
and for and A, “fla) & g(a)” will have just the same sense as
“fla) & g(the same A)”: what is important for the sense is the
continued reference intended to one and the same A, but this
intention is equally well fulfilled in either way of speaking. (Of
course this does not mean that in the context “fa) & g( Y
the phrase “the same A” has the sense of the name “a”: that
inference would once more be the canceling-out fallacy.)

Now for certain applicatives, | have argued, we may rewrite
“fla)” as “f(* a)’—thus showing that what is predicated in rela-
tion to “a” in “f(a)” is what is predicated in relation to the
common name “A” in “f(* A)”". If we are considering some
applicative whose sense allows us to rewrite “f(a) & g(a)", or its
equivalent “fla) & g (the same A) as “f(*a) & g (the same A)”,
then given a valid inference from “f(a)”, or equivalently “f(* a)”,
to “f(*a) & glthe same A)’, we may construct another valid
inference from “f(* A)” to “f(*A) & g(the same A)’". —If the
inference we start from requires cxtra premises from some set S
besides “fla)” to warrant the conclusion, then the new inference
will require these same extra premises besides “f(* A)”.—As we
saw in scction 34, the continued reference cffected by “the same
so-and-so” does not require the use of a proper name even ini-
tially; if 1 tell a tale, truc or false, about the cat Tibbles and the
river Arrow, then a hearer who is not destined ever to encounter
Tibbles or the Arrow even in discourse ever again would have lost
nothing if I had begun the story with “A cat was sitting by a river”
instead of “Tibbles was sitting by the river Arrow”. The same
principle is involved here as there.

There is one important restriction upon this generation of a
new valid argument: the name “a” must not occur either in the
sct of extra premises S or in the predicables used to interpret the
schematic letters “f°, “g”; otherwise our procedure will not be
validity-preserving. For example, “any” is an applicative fulfilling
our condition; but if we took the set S to have the single member
“g(a)”, the validity of the inference from this and “f(a)” to “fla)
& gla)’, or equivalently “flany a) & g(the same A)” does not
warrant us in regarding as valid the inference from “g(a)” and
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“flany A)” to “flany A) & g(the same A)”. Similarly, if interpre-
tations of “R” and “g( )" are so chosen as to make valid the
inference from “a is R to/a” to “(a is R to/a) and g(the same A)”,
it does not follow that we may regard as valid the inference from
“ais R to any A” to “(a is R to/any A) & g(the same A)”. (I have
used the mark “/” here merely in order to help readers to pick out
the predicable “a is R to ”. not as a logical sign.)

No such perils, however, attend our inferring “g(* A)” from
“f(*A) & g(the same A)’. Obviously we could not treat the
clause represented by “g(the same A)” as an independently signif-
icant conjunct that could also occur as a freestanding proposition;
the reference to the As in this clause is borrowed from the previ-
ous clause “f(* A)”, and the applicative represented by the asterisk
has precisely the role of showing how the predicables represented
by “f )" and “g( )" are being supposed to latch onto the As
when one asserts or assumes “f{* A) & g(the same A)” as a prem-
ise. So what we may detach from the premise as a conclusion is
not “g(the same A)” but “g(* A)".

Now at last we are in a position to formulate the dictum de
omni principle.

Let the asterisk represent an applicative such that, for any
predicable that “h( )" may stand in for, “h(*A)” predicates in
relation to the name “A” just what “h(a)” predicates in relation to
“a”, where this is a name of and for an A.Suppose we have a valid
inference “p; f(a); ergo g(a)”, in which neither the premise “p” nor
the predicables “f( )" and “g( )" may be taken to contain oc-
currences of the name “a”. Then the inference “p; f(*A); ergo
g(*A)” will also be valid.

The restriction of the name “a” to being a name of and for an
A may seem unnecessary, but in fact it does not make the princi-
ple less general. For under the stated conditions, the derivation of
“g(a)” from “p” and “fla)” would be valid iff “a” were uniformly
replaceable by any other name of and for an A; but if the proof
would remain valid whatever proper name took the place of “a”,
it would clearly remain valid for a more restricted class of re-
placement; so all is in order.

The dictum de omni in its general form is difficult to grasp
accurately; but once it is thoroughly understood, it ought to ap-
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pear obvious. Exceptions to it can only be apparent exceptions.
To guard against fallacy and see that the thematic rule has been
rightly applied, it is often wise to take two bites at a cherry and
check first whether the transition from “p; fla); ergo fla)&g(a)”
to “p; f(* A); ergo f(* A)&g(the same A)” has been correctly car-
ried out, and then whether we have a proper instance of the
inference from “f(* A)&g(the same A)” to “g(* A)”.

It is casy to sce how the dictum de omni principle will take us
from valid references to valid inferences when the asterisk is taken
to mean “any” or “some” or “most”, at any rate if we confine our
attention to cases where the As can actually be (nonrepetitively)
listed in a finite list. For the necessary and sufficient truth-
condition for “f(* A)” or “g(* A)”, if the asterisk means “any”, or
“some”, or “most”, will then be given by a certain truth-function
of propositions formed by attaching the predicable “f( )" or
“g(" )" to the several items of this list of As: the truth-function in
question is a disjunction for “some”, a conjunction for “any”,
and a (certain) disjunction of conjunctions for “most”, as we saw
in section 55. If now we have a premise “p” such that “p;f(a,);
ergo g(a,)” comes out valid—I assume here that the previously
mentioned restriction is observed for occurrences of the name
“a,”"—then from “p” and such a truth-function of propositions
“fla, )’ we may infer as a conclusion the exactly corresponding
truth-function of propositions “g(a,)”. So in view of what we just
now saw about necessary and sufficient truth-conditions, in these
finite cases “p; flsome A): ergo g(some A)” and “p; flany A); ergo
glany A)” and “p; flmost As); ergo g(most As)” will all come out
valid.—Of course this line of reasoning will not work when the
As cannot in fact be exhaustively and nonrepetitively listed by
names existing in the language we are using; but all the same this
may help toward an intuitive grasp of the principle.

57. The application of the dictum de omni to “most” phrases
clears up a puzzle that exercised logicians while the doctrine of
distribution prevailed. From the premises “Most As are P” and
“Maost As arc Q7 there clearly follows the conclusion “‘Somc-
thing is both P and Q”. But on the doctrine of distribution no
conclusion ought to follow from such premises, since the middle
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term “A” is not distributed—a horrid sin against the laws of
distribution.

Sir William Hamilton, and others who came after him, at-
tempted to generalize the laws so as to cover the case: the middle
term need not be distributed in either premise separately, so long
as it was ultratotally distributed in both premiscs together. That
i1s, as De Morgan puts it: “It is cnough that the two premises taken
together affirm or deny of more than all the instances [!] of the
middle term”.! De Morgan’s expression is intentionally absurd:
the argument is that the two premises between them would refer
to more than all the As there are, unless some As were referred to
in both premises. For each premise refers to most As, i.e. to
more than half the As; so if they referred to entirely separate sets
of As, they would between them refer to more As than the whole
class of As, which is absurd. So on pain of this absurdity, some of
the As which are P, referred to as “most As” in onc premise,
must be the same as some of the As which are Q, referred to as
“most As” in the other premise. Therefore, the premises imply
that something is both P and Q.

This reductio ad absurdum is a tortuous argument and is
invalidated by two of the fundamental mistakes of distributionist
logicians: the assumption that “most” As” refers to a set of As
containing most As, just as “some As” is held to refer to some As;
and the assumption that which As are referred to in “Most As are
P” depends on which As the predicable “P” is true of. We have
seen that the truth-condition of “Most As are P” relates symmet-
rically to each of the things called “A”, not only to a majority of
them or to such of them as are P.

There is a further defect in De Morgan’s reasoning. Suppose
there arc infinitely many As, for example as many As as there are
natural numbers; for this case we may take “Most As are P” to
mean “All As, with at most finitely many exceptions, are P”. We
now still have the valid inference that puzzled Hamilton and De
Morgan; but we cannot now justify it by saying that if the major-
ity of As that are P were an entircly scparate class from the
majority of As that arc Q then the two premises between them

'De Morgan, p. 127: cited in Keynes, p. 377, of. also p. 104.
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would refer to more than the total class of As: for two denu-
merably infinite classes taken together make only a class as num-
erous as each one of them.

Applying the dictum de omni, we may clear up the puzzle very
simply and naturally. To show that “Something is both P and Q-
follows from “Most As are P” and “Most As are Q” it will be
enough to show that this triad of propositions is an inconsistent
one: (1) “Whatever is P is non-Q” (2) “Most As are P” (3) “Most
Asare Q”. Now (1) and “a is P” of course yield “a is non-Q”, for
arbitrary reading of “a” as a proper name. So, by the dictum de
omni, (1) and (2) yield (4) “Most As are non-Q”, which is incon-
sistent with (3). So from (2) and (3) as premises, contrapositively,
we may derive the contradictory of (1), i.e. “Something is both

P and Q”.

58.  As I have said, exceptions to the dictum de omni principle
can be only apparent. It is not even an apparent exception that,
given premises that warrant us in passing from “fla)” to “g(a)”,
we cannot pass from “flno A)” to “g(no A)”; for it is at the least
intuitively odd to take “no A” as a way of referring to the things
called “A”; and if we look at the stages of derivation, “f(no A),
ergo f(no A) and g(the same A)” is absurd, and so is “f{no A) and
g(the same A), ergo g(no A)Y". But we likewise cannot pass from
“fljust one A)” to “g(just one A)”, or from “f{few As)” to “g(few
As)”: yet here it is not easy to see what is wrong with the inter-
mediate steps of inference:

fjust one A); ergo f(just one A) and g(the same A); ergo
g(just one A).

fllew As); ergo f(few As) and g(the same As); ergo g(few
As).

The explanation, T think, is that a proposition of the form
“fifew As) & g(the same As)” is a portmanteau proposition into
which two distinct propositions are packed, and the added clause
“g(the same As)” hangs on to only one of these two. For example
“Few M.P.s spoke against the Bill, and they were Tories” un-
packs as: “Most M.P.s did not speak against the Bill; but some
M.P.s did speak against the Bill, and they were Tories”. Here the
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pronoun “they” takes the place of “the same M.P.s"—thc use of
pronouns is to be further discussed in the next three chapters.
From this, according to the method of inference we used in
expounding the dictum de omni, we can infer only the trivial
conclusion “Some M.P.s were Tories”; “Few M.P.s were To-
ries” is again a portmanteau proposition, and part of what we get
by unpacking it is “Most M.P.s were not Tories”, which was not
packed into the premise.

Similarly for “f{just one A)”. “Just one man broke the bank at
Monte Carlo” expands into “Never has more than one man
broken the bank at Monte Carlo; but a man once did (break the
bank, etc.)”. If we now add on the clause “and he (sc. that same
man) has died a pauper”, this attaches only to the second clause
of the expanded proposition; and we can infer only, trivially, “A
man has died a pauper”. “Just one man has died a pauper” would
have as part of its own unpacking “Never has more than one man
died a pauper”, which was not packed up into the premise.

The last paragraph may well strike some people as vitiated by
the same misunderstanding of referring expressions as Russell’s
theory of definite descriptions. Surely, if the sentence “Just one
man broke the bank at Monte Carlo” were not just a logician’s
example, but were being actually used to make a statement, the
context of utterance would show whom the phrase “just one
man” referred to; and then in the added clause “and he has died a
pauper”, “he” carries on the reference of this phrase.? Very well:
if the context of utterance does make “just one man” refer to just
one man, and “he” carries on this reference, why could not the
principal do the job of the proxy—why could we not go on “and
just one man has died a pauper”? Philosophers who warn us not
to asimilate other sorts of words to proper names may themselves
be guilty of just such assimilation in thinking that a phrase like “a
man”, or “just one man”, refers to a man, or just one man, as
“Socrates” refers to Socrates, or that, as Strawson says, the pro-
noun “he” takes up a reference to a definite person indefinitely
made by the phrase “a man”.3

2Strawson, pp. 187, 194.
3Strawson, p. 187.
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59. Let us turn from these apparent exceptions to phrases of the
form “most As”. To these, as we saw, the dictum de omni docs
apply. But here too we get apparent exceptions—cases in which,
even given premises that would warrant our passing from “f(a)”
to “g(a)”, we seem to get “f(most As)” true and “g(most As)”
false. For example, consider the proposition “Each boy admires
most girls”. (In the next few paragraphs I shall use “each” instead
of Russell’s “any”, to avoid some linguistic awkwardnesses.) Now
let it be the case that the predicable “Each boy admires 7 18
true only of those whom some other predicable “g( )’—say
“cnvied by most girls”—is true. We now nevertheless cannot pass
from “Each boy admires most girls” to “g(most girls)”, nor even
to “g(some girl)”. For the predicable “g( )’ need not, in the
case supposed, be true of any girl at all, unless the predicable
“Each boy admires ” is true of her; but the premises could be
true even if there were not one girl whom each boy (without
exception) admired. Now we may clearly choose the predicable
“g( Y so that it does genuinely occur in “g(most girls)” and
“g(some girl)”; and we cannot plausibly suppose that the source
of trouble is an ambiguity in “most”. Our conclusion must there-
fore be that the reason for the apparent breakdown of the dictum
de omni is that in “Each boy admires most girls” the predicable
“Each boy admires ” does not genuinely occur.

Similarly, this predicable does not genuinely occur in the
proposition “Each boy admires a girl”. For even if most girls are
sure to envy anyone there may be whom each boy admires, and
each boy admires a gitl, it does not follow that most girls envy a
girl. To play fair in appraising this inference, we must be careful
to pass through the steps of inference that our account of the
dictum de omni would apparently warrant: “(1) Each boy admires
a girl; (2) ergo, each boy admires a girl, and most girls envy her
(sc. that same girl); (3) ergo, most girls envy a girl”. In the first two
steps “a girl” would be an instance of suppositio confusa, so that
the question “Which girl?” would be out of place; nevertheless
we can sce that, if the first step warranted the second, “a girl” in
the conclusion could have suppositio determinata. For from:

Each boy admires a girl, and most girls envy that same girl
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we can go down to the singular instance (“Smith” being the
proper name of a boy):

Smith admires a girl, and most girls envy that same girl

from which again follows “Most gitls envy a girl”, in the sensc in
which it is proper to ask “Which girl?”—i.c., rather, “Most girls
envy some girl”. This conclusion plainly is not warranted by the
original premises.

Moreover, even the weaker conclusion “Most girls envy a
girl”, with “a girl” understood as an instance of suppositio con-
fusa, would still not be warranted on these premises. This reading
of “Most girls cnvy a girl” would mean that, for each one out of a
majority of girls, there is a girl whom she envies; and this would
imply “Some girl or other is envied”. But this implication is not
warranted by the premises; the premises tell us only that whoever
there may be that each boy admires is sure to be envied (by most
girls)—they do not tell us that there is any such person. Here too,
then, we must conclude that the predicable “Each boy admires

” does not genuinely occur in the premise “Fach boy ad-
mires a girl”.

Of course, if “Mary” is a proper name corresponding in its
sense to a correct usc of “the same girl”, then from “Each boy
admires Mary” we can infer “Each boy admires a girl”; yet
this inference appears to be vitiated by a fallacy of ambiguity,
unless “Each boy admires " occurs univocally in the premise
and in the conclusion. We can, however, explain the validity
of this inference. The proposition “Each boy admires Mary”
can be analyzed in two ways: as the result of attaching the
predicate “Each boy admires " to the subject “Mary”, and as
the result of attaching the predicable “—— admires Mary” to the
referring phrase “cach boy”. Morcover, “Fach boy admires a
gitl” can certainly be analyzed as the result of attaching the
predicable “ admircs a girl” to the quasi subject “cach boy”;
and this predicable will be true of whomever the predicable
“ admires Mary” is truc of. So, by the dictum de omni, we
may pass from “Each boy/admires Mary” to “Each boy/admires a
gitl”—provided we show that we can pass from “a admires Mary”
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to “a admires a girl”, where “a” is an arbitrary proper name. This
we can certainly do, given the sense we have assumed for
“Mary”, if we read “a admires/Mary” and “a admires/a girl” as
containing the common predicable “a admires ”. But now
we may also regard the same pair of propositions as formed by
attaching two predicates to the common subject “a”’; and then we
may use the dictum de omni to show that just as we may pass
from “a/admires Mary” to “a/admires a girl”, so we may pass
from “Each boy/admires Mary” to “Fach boy/admires a girl”.
And thus we have validated this last inference without needing to
recognize the predicable “Each boy admires

" as occurring

in premise and conclusion. On the other hand, we have here

made essential use of the way certain propositions admit of more
than one analysis into a predicable and a subject or quasi subject;
in such cases no change of sense goes with the transition from
one analysis to the other.

Let us now consider propositions which on the face of it result

from attaching predicables to “cvery” phrases. Let us again take as

examples propositions about the polygamous Tom: “Tom mar-

ried cvery sister of Bill's” and “Tom always remembers the an-
niversary of the day when Tom married every sister of Bill’s”. In
either of these, if we go by our present account of “every”
phrases, “every sister of Bill's” is replaceable salva veritate by a
conjunctive list of Bill’s sisters, say by “Mary and Jane and Kate”.
If we had had “any” instead of “every” in these two propositions,
then to make sure of getting propositions of the same truth-value
we should need to form the conjunctions of the results of replac-
ing “any sister of Bill's” by the several names “Mary”, “Jane”,
and “Kate”. This would conform to our distinction between
“any” and “every”. “Tom married every (any) sister of Bill’s”
would of course be a degenerate case, in which substituting “any”
for “every” makes no effective difference to the truth-conditions;
but there is a considerable difference if we take “Tom always
remembers the anniversary of the day when Tom married every
sister of Bill's”. (In this example, “Tom. .. any sister of Bill’s”
would perhaps not be an entirely appropriate expression unless
Tom had other wives whose wedding anniversaries he kept less
solicitously; but this sort of inappropriateness is logically

122

Shipwreck of a Theory

irrelevant—a logician need no more take account of it than he
need consider whether an expression is polite, obscene, striking,
or cacophonous.)

These examples thus perfectly fit our previous Russellian ac-
count of the difference between “any” and “every”; but in fact we
cannot regard our nondegenerate case of an “every” proposition as
formed by attaching the predicable “Tom always remembers the
anniversary of the day when Tom married —— to “every sister
of Bill's”. For here too, if we could recognize an occurrence of
this predicable, the dictum de omni would admit of exceptions.
Fven if this predicable were true of each of Tom’s wives, i.e. of
everybody of whom “Tom married——" was true, we could never-
theless not infer from “Tom married every sister of Bill's” to “Tom
always remembers the anniversary of the day when Tom married
every sister of Bill's”; for though plurally married to Bill's sisters,
Tom need not have married them all on one day.

Given a little ingenuity, I think it could be shown that wher-
ever the Russellian theory seeks to distinguish, and apparently
can distinguish, between “f(some A)” and “flan A)”, or again
between “flany A)” and “flevery A)Y’, the occurrence of the
predicable “f( )" in connection with the “a” or “every” phrase is
disqualifiable, by the dictum de omni test that T have illustrated.
Thus at least that part of the theory of modes of reference which

& _

relates to “every” and “a” phrases will have proved untenable.

6o. A further problem arises about what we may call two-place
predicables. We get a two-place predicable by removing the two
proper names from a proposition like “Tom loves Mary”; the
resulting expression “ loves. . .” is, as Frege put it, doubly in
need of completion, and may be completed into a proposition by
inserting in the blanks a pair of referring phrases such as “every
boy” and “some girl”. Now at first sight the class of propositions
formed in this way give excellent support to the theory of referring
phrases. Let us simplify the matter by considering a small com-
munity in which there are just two boys, Tom and John, and just
two girls, Mary and Kate. Let us then work out by our rules—
waiving the dictum de omni difficulties—the difference between
“Some girl is loved by every boy” and “A girl is loved by any
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boy”. The first, by our rule for “somc”, corresponds to:

“(Mary is loved by every boy) or (Kate is loved by cvery
boy)”.

And from this, by applying the rule for “every” to the two clauses
of the disjunction, we get:

“(Mary is loved by Tom and John) or (Kate is loved by
Tom and John)”.

If we had begun by applying the rule for “every” to the original
proposition, we should have got: “Some girl is loved by Tom and
John”, from which, by applying the rule for “some”, we should
have reached the same final result. Now let us take “A girl is
loved by any boy” and apply first the rule for “any”; the result is:

“(A girl is loved by Tom) and (a girl is loved by John)”
from which, by applying the rule for “a” phrases, we should get:

“(Mary or Kate is loved by Tom) and (Mary or Kate is
loved by John)”.

If we had applied the two rules in the reverse order, we should
have got in the first place “Mary or Kate is loved by any boy”; this
is not quite ordinary language, but if we mechanically apply the
rule for “any” we finally get the same result as before.

The Russellian theory thus seems to give a clear and coherent
account of the difference between pairs of propositions mutually
related like “Some girl is loved by every boy” and “A girl is loved
by any boy”. The doctrine of distribution is impotent here, as
elsewhere; “some girl” and “a girl” would alike be undistributed,
“any boy” and “every boy” alike distributed. The distinction was
obliterated four centuries ago by the fools who, in devising the
doctrine of distribution, cut out from the medieval theory of
suppositio what they took to be useless subtleties.

It is interesting to observe that one case of this distinction
corresponds very closely to an example given independently by
Walter Burleigh® and by Russell,® namely the distinction be-
tween the two propositions:

“Burleigh, p. 37.
SRussell, sec. 6o.
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An instant of time precedes any instant of time
and

Some instant of time precedes every instant of time.

If we construe the second proposition one way, it is self-
contradictory, since it would imply that we can spccify an instant
that precedes every instant including itself; and if we take “every
instant” to mean “every other instant”, then the sccond proposi-
tion is almost the exact opposite of the first, since it would then be
to the cffect that therc is a first instant of time, whereas according
to the first proposition there is no first instant without a predeces-
sor. In cither cvent the two propositions arc wholly different.

61. Lect us now, however, sce how our rules apply to a case like
> ’ y

“Any boy loves some girl”. If we first apply the rule for “any”

phrases, we get (assuming as before our miniature community):

John loves some girl and Tom loves some girl

from which again we get, applying the rulc for “some” phrases to
the two conjuncts:

(1) (John loves Mary or John loves Kate) and (Tom loves
Mary or Tom loves Kate).

If on the other hand we first apply the rule about “some”, we get:
Any boy loves Mary or any boy loves Kate

from which again we get, applying the rule about “any” to the
two alternative clauses:

(2) (John loves Mary and Tom loves Mary) or (John loves
Kate and Tom loves Kate).

It is obvious that (1) and (2) are not logically equivalent: if John
loves Mary but not Kate, and Tom loves Kate but not Mary, then
(1) is true and (2) is false. So, although our rules for “some” and
“any” phrases do not raise the same difficulties as “every” and “a”
phrases do—we have no puzzles as to interpreting conjunctions
and disjunctions of proper names, nor as to the dictum de
omni—a serious difficulty does arise as soon as we insert one

phrase of each sort in the blanks of a two-place predicable
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Table 1
u v w o x y
a X - X - -
b — X X - -
c X - X X -
d - — X X X
e — X - X X

which we have to determine the truth or falsity of this puzzling
proposition (sophisma): “Most of the electors voted at the first
ballot for most of the candidates”. The probatio, or proof that the
sophisma is true, would run thus: Most of the electors, in fact
three out of five (¢, d, and e), voted for three (out of five), i.e. for
most, of the candidates. The improbatio, or proof that the
sophisma s false, would run thus: Only for two out of five candi-
dates (in fact, for w and x) did three or more electors out of five
give their vote at the first ballot; so for most of the candidates most
of the electors did not vote; i.e., the sophisma is false.

“What of it? Ordinary language just is ambiguous and has no
such precise logic as you are perversely looking for.” Well, I do
not think we need resign ourselves to drawing impressionistic
pictures of an irregular landscape; let us first see what a little
triangulation of the terrain will effect in the way of map making.

64. We might after all very naturally say: There are two ways of
taking this sophisma: either as saying of most electors that they
voted at the first ballot for most candidates, or as saying of most
candidates that at the first ballot most electors voted for them.
The truth-condition will be, in the first case, that the predicable
“ voted at the first ballot for most of the candidates” shall be
true of each one out of a majority of the electors; in the second
case, that the predicable “Most of the electors voted at the first
ballot for ” shall be true of each one out of a majority of the
candidates. As regards the proposition “All of the electors voted
for all of the candidates”, there is similarly a notional distinction
between two truth-conditions: that “ voted at the first ballot
for all of the candidates” shall be true of each one of the clectors,

128

Shipwreck of a Theory

and on the other hand that “All of the clectors voted at the first
ballot for " shall be true of each one of the candidates; but
here the distinction is purely notional, and in fact does not affect
the force of the proposition. Our sophisma, on the other hand, is
really not one proposition but two, and in the casus imagined the
two would have different truth-values.

The distinction made here is readily generalized. Suppose we
are to form a proposition by putting the referring phrases “* A”
and “tB” into the first and second blanks respectively of the
two-place predicable “f{ , . ..)": then we shall not in general
get a single unambiguous proposition “f(* A, 1B)”. The proposi-
tion obtained by first inserting “* A” into the first blank so as to
get the one-place predicable “f{* A, ...)”, and then inscrting
“+B” into the remaining blank, will in general be quite different
from the one obtained by first inscerting “tB” into the second
blank so as to get the one-place predicable “f{ , 1B)’, and
then inserting “* A” into the remaining blank. (Even when the
symbols “*” and “1” both stand in for onc and the same unam-
biguous applicative, there may be two propositions distinguish-
able in the way just stated—as we saw in the last paragraph,
concerning “most”.) And if there are two such distinct propo-
sitions, then we must hold that the one-place predicable
“f*A,...)" simply does not occur in the proposition formed by
attaching the one-place predicable “f{ .} B)” to the quasi sub-
ject “* A7,

With this apparatus at our command, we can explain the dif-
ference between “Somec girl is loved by every boy” and “A girl is
loved by any boy” without recoursc to the distinctions between
“some” and “a”, or between “any” and “every”. For there is a vast
difference between saying of some girl that she is loved by every
boy, and saying of every boy that some girl is loved by him: we
might express this by parenthescs, writing “Some girl (is loved by
every boy)” for the first and “(Some girl is loved by) every boy” for
the second. In either case, the words within parentheses form a
predicable, which does not occur at all in the other proposition;
this predicable is attached to a referring phrase as a quasi subject.
And my use of “every” rather than “any” in this example is a
merc concession to idiom.

120



Reference and Generality

It may here be asked: Can our rules for “some” and “any”
phrases be applied to occurrences of these phrases imprisoned
within such parentheses? By those rules, “fsome girl)” would be
true, in regard to our miniature community, iff “f(Mary) or
f(Kate)” were true; but by what we have just said, “(Some girl is
loved by) every boy” is not of the form “f(some girl)’—to treat it
so it would amount to wrongly seeing in this proposition an
occurrence of the predicable “ is loved by every boy”.

The solution, however, is easy. Let us say that the one-place

predicable “f(some girl, . ..)” is true of any given thing iff the -

disjunction of one-place predicables “f(Mary,...) or
f(Kate, . ..)" is true of that same thing; e.g., “Some girl is loved
by...” would be true of any given individual iff “Mary is loved

by. .. or Kate is loved by...” were true of him. Similarly, the

use of an “any” phrase within a one-place predicable would be
subject to a rule that that predicable is true of anything iff a certain
conjunction of one-place predicables is true of that same thing.
This natural extension of our theory of truth-conditions from
propositions, which are merely true or false, to predicables,
which are true or false of individuals, is I think sufficient to

remove the difficulty as raised; we shall have to reconsider the -

whole theory, however, at a later stage.

At this point the analogy we drew earlier between propositional
and chemical structure breaks down. If in a complex molecule
we can replace a sodium atom by an ammonium radical and a
chlorine atom by a cyanide radical, then, so long as the rest of the
chemical bonds are undisturbed, it will not matter which sub-
stitution is made first—we shall get the same molecular structure
either way. But when we pass from “Kate / is loved by / Tom” to
“Some gitl / is loved by / every boy”, it does make a difference
whether we first replace “Kate” by “some girl” (so as to get the
predicable “Some girl is loved by ” into the proposition) and
then replace “Tom” by “every boy”, or rather first replace “Tom”
by “every boy” (so as to get the predicable “ is loved by every
boy” into the proposition) and then replace “Kate” by “some
girl”. Two propositions that are reached from the same starting
point by the same sct of logical procedures (e.g. substitutions)
may nevertheless differ in import because these procedures are
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taken to occur in a different order. This principle has application
to other procedures than the insertion of referring phrases.

65. It is tantalizing to sec how a great medieval logician had this
solution between his finger tips only to let it drop. William of
Sherwood remarks that the proposition “Every man sees every
man” may be viewed in two different ways, according as we take
the first or the second “every man” to have got into the proposi-
tion first, the other one ‘arriving later’ and ‘finding the first al-
ready there’. This metaphor of phrases’ racing to get into propo-
sitions expressed the same thought as my speaking of an order of
procedures; the phrase that got in first was the one used to make
the predication concerning every man—that he sees every man,
or that every man sees him, as the case may be. To use my way of
writing: In “Every man (sees every man)’, the second “every
man” is taken to have got into the proposition first (so as to form
the predicable “ sees every man”); and the other way round
for “(Every man sces) every man”.?

In this case, there is, as William himself observes, no dif-
ference made to the force of the proposition by taking it in one
way or the other, sive sic sive sic. But in another example this
does make a difference: viz., “Every man sees every donkey ex-
cept Brownie”. William and his contemporaries had a curious
interest in such ‘exceptive’ propositions. (It perhaps compensated
for not having a treatment of definite descriptions; for “Every A
except a, is P” is, as they interpreted it, tantamount to “a, is the
one and only A that is not P”.) Now the question is whether we
take “every man” or “every donkey except Brownie” to be the
phrase that, as William here puts it, embraces (includit) the
other—which in his language is the same thing as the other’s
having ‘got in first’. If “every donkey except Brownie” embraces
“every man”, the proposition will be read according to the group-
ing “(Every man sees) every donkey except Brownie”, and will be
true iff the predicable “Every man sees ——" is false of Brownie
but true of every other donkey, i.e., iff not every man sees Brown-
ie but every man does see every other donkey. If on the other

°O’Donnell, p. 53; Kretzmann (2), p. 37.
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hand “every man” embraces “every donkey except Brownic”, the
proposition will be read according to the punctuation “Every
man (sees every donkey except Brownie)”, and will be true iff it
holds good of every man that he does not see Brownie but does
sce cvery other donkey. These are clearly different  truth-
conditions; one implics that not every man sces Brownie, the
other that no man docs. 10

William thus fully grasped the difference made by a different
order of logical procedures; unhappily, he used the idea only to
solve particular sophismata, and ncver got beyond this ad hoc usc
to the formulation of a general principle. His theory of suppositio
is quite on the usual lines; and he most likely never suspected that
the principle he used but did not formulate would make the
distinction between confused and determinate suppositio entirely
superfluous. This illustrates what Peirce called ‘the damnable
particularity’ of medieval logicians—that tendency to develop ad
hoc solutions, as opposed to general theories, which did so much
to make their genius sterile.

66. The difficultics about the dictum de omni can now be
cleared up. The proposition, for example, “Tom always remem-
bers the anniversary of the day when Tom married every sister of
Bill's” is, as we suspected, not analyzable as a predicable attached
to a quasi subject “every sister of Bill's”; rather, this referring
phrase has its scope confined to the “when” clause; and this
clause is replaceable salva veritate by “when Tom married Mary
and Tom married Jane and Tom married Kate”, or for short by
“when Tom married Mary and Jane and Kate”. On the other

hand, the truth-condition of the proposition:

Tom always remembers the anniversary of the day when
Tom married any sister of Bill’s

is given by the conjunction of the results of supplying the predica-

ble:

Tom always remembers the anniversary of the day when
Tom married

190’ Donnell, pp. 62-63; Kretzmann (2), p. 67.
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with “Mary”, “Janc”, and “Kate” as subjects. We can thus
analyzc this proposition as the result of attaching this predicable
to the quasi subject “any sister of Bill's”. The difference between
the “any” and “every” phrases is simply that the “any” phrase has
a larger scope. The obscure notions of a conjunctive list of
names, and of diffcrent modes of reference, have turned out quite
needless for our explanation; we need only the notion of a refer-
ring phrase’s having a scope, a nolion in any case indispensable.

With a little ingenuity, all the examples that gave plausibility
to the distinctions between “any” and “every”, between “some”
and “a”, can be explained by differences of punctuation or scope.
'Thus, we may explain “Jemima is waiting for some mouse from
that hole” and “Jemima is waiting for ¢ mouse from that hole” as
being respectively equivalent to two ways of construing the sen-
tence:

Jemima is waiting till some mouse shall emerge from that
hole

namely, according as we take the scope of “some mouse” in this
to be the wholce of the rest of the sentence or to be restricted to the
“till” clausc. The first reading would signify that as regards some
mousc or other it is the case that Jemima is waiting till it shall
emerge from that hole: the sccond, that Jemima is waiting till it
shall have happencd that some mouse or other emerges from the
hole.

Similarly, “The trec in the Quad depends for its continued
existence on being perceived by some person”—*... by a
person”—may be construed as respectively equivalent to two dif-
ferent ways of taking the words:

It is necessary that, if the tree in the Quad continues to
exist, the tree in the Quad shall be perceived by some
person

namely, according as wc take the scope of “some person” to cover
the whole of the rest of the sentence or to be confined to the
clause “the tree in the Quad shall be perceived by some person”.
In the first case, it is supposed as regards some person or other
that it is necessary for the tree’s continued existence that it should
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be perecived by him; in the other case, what is supposed to be
necessary for the tree’s continued existence is just that it should
be perceived by some person or other.

67. People may wonder at my spending such pains on a clumsy
vernacular explanation of what is set forth so perspicuously in the
modern notation of quantifiers and bound variables. But before
we can be confident of rightly translating propositions from the
vernacular to the modern notation and back, we need to grasp the
rationale of the notation; and I think my sort of investigation
serves to bring out this rationale, by showing what logical re-
quirements the notation had to meet.

Let us see how the quantifier-and-variable notation would
show the difference between “Every boy (loves some girl)” and
“(Every boy loves) some girl”. I shall here use the restricted
quantifiers “for any boy x” and “for some girl y”. It is commonly
held that restricted quantifiers can be got rid of by reducing them
to the unrestricted “for any x” and “for some y”; “for any boy x”
would become “for any x, if x is a boy, then. ..”, and “for some
girl ” would become “for some y, y is a girl and.. . .”. 1 shall use
restricted quantifiers without prejudging the legitimacy of this
reduction; at the least, they will make our work easier to survey.
The predicable “ loves some girl” will then be represented by
“for some girl y, loves y”’; and “Every boy (loves some girl)”
will come out as:

(1) For any boy x, for some girl y, loves y.

The predicable “Every boy loves " will on the other hand be
represented by “for‘any boy x, x loves ”; and “(Every boy
loves) some girl” will then come out as:

(2) For some girl y, for any boy x, x loves y.

The order of the quantifiers, which is all that distinguishes (1)
and (2), thus corresponds to William of Sherwood’s idea of one
phrase’s getting into a proposition and another’s arriving later to
find it already there. The typographically first quantifier corre-
sponds, however, to the phrase that gets there second, and vice
versa, which shows the importance of knowing the rationale of the
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notation. The role of the variables “x” and “y”, which are ‘bound
to’ the restricted quantifiers, is to show what is shown if] the
vernacular by the choice of which referring phrase we shall mse’r’t
into which blank of the two-place predicable “ loves...”;
thus, the difference between (2) and:

(3) For some gitl y, for any boy x, y loves x

is the difference between “(Every boy loves) some girl” and
“Some girl (loves every boy)”. But in both (2) a.nd (3) we first forrfl’
a one-place predicable by filling up one blank in * loves. . .

with “every boy” or “forany boy x,... x...”;and then we fill up
the remaining blank with “some girl” or “for some girl y, ...

y...”, which is a quasi subject of the one-place predicabl?.
When 1 speak of filling up a blank in a two-place predicable
with “for any boy x,... x...” or “for some girl y,... y...7,

what I mean is that the variable “x” or “y” that is ‘bound to’ the
quantifier shall be inserted in the blank, and then the quantifier
shall be prefixed to the result. But this way of drawing a'pgra]le]
between symbolic and ordinary language requires us to divide up
the symbolism in a very unnatural-looking way: e.g., “For some
man x, Jim killed x” would divide up not at the comma but into
“For some man x,...x...~ and “Jim killed ”. There is
nothing really objectionable about this: but in the next ch.apte‘r
we shall study another way of drawing the parallelism, which is
far more natural and gives us important insights into the role of
bound variables.
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Pronominal Reference:
Relative Pronouns

68. In this chapter and the next I shall examine certain theories
that ascribe reference to pronouns. Some philosophers, following
the suggestion of grammar books, have held that, when a pro-
noun has an antecedent, its role is to carry on the reference of
that antecedent; and again, the so-called indefinite pronouns,
c.g. “anything” and “something”, have been supposed to refer in
some way to things in general. [ shall try to show that both views
are mistaken.

The two sorts of pronoun that [ have just mentioned are closely
connected with the modern quantifier-notation. The indefinite
pronouns would be a natural means of rendering quantifiers into
the vernacular—"“anything” or “everything” being used for the
universal, and “something” for the existential, quantifier; and
pronouns with antecedents strictly correspond to the letters used
as bound variables.

Let us consider the following formula:

(1) (x) ((y) (y hurts x D x hurts y) D x hurts x)

We assume the universe of discourse to consist of persons, so that
the indefinite pronoun answering to a universal quantifier will be
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“anybody” rather than “anything”; thus (1) might be rendered in
the vernacular as follows:

(2) If therc is anybody who, if there is anybody who hurts
him, hurts him in turn: then he hurts himself.

The picces of (2) and (1) stand in strict mutual correspondence.
The two occurrences of the phrase “there is anybody . . .” corre-
spond to the two universal quantifiers “(x)” and “(y)”. The four
pronouns whosc antecedent is the first “anybody”—viz., the first
“who”, the first “him”, “he”, and “himsclf’—correspond to the
four occurrences of the variable “x”, which are bound to the
quantifier “(x)”; and the two pronouns whose anteccdent is the
second “anybody”—viz. the second “who” and the second
“him”—correspond to the two occurrences of the variable “y”,
which are bound to the quantifier “(y)”. (The role of “in turn” is
simply to emphasize the changed antecedent of the second
“him”.)

The quantificrs “(x)” and “(y)” would be said to have different
scopes—the scope of a quantificr being here indicated by the pair
of parentheses whose opening member immediately follows that
quantificr. Thus, the scope of “(x)” runs to the end of (1),
whereas that of “(y)” does not go beyond “(y hurts x D x hurts
y)’. Now this also has somecthing strictly corresponding to it in
the logical structure of (2). Just as I said in Chapter Three that in
the proposition:

If Jemima can lick any dog, then Jemima can lick any dog

the scope of the first “any dog” is the complex predicable:

If Jemima can lick , then Jemima can lick any dog

the proposition being truc iff this predicable is true of any (and
every) dog; so analogously we may say that the scope of the first
“(there is) anybody (who)” in (2) is the complex predicable:

If

, if there is anybody who hurts him, hurts him in
turn: then he hurts himself.

For (2) is true iff this complex predicable is true of anybody (and
everybody)—i.c. iff the insertion of a proper name of a person in
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t!le blank always yields a true proposition. Thus the scope of the
first “anybody” runs right to the end of (2), like the scope of “(x)”.
And similarly we should say that in:

James, if (there is) anybody (who) hurts him, hurts him in
turn

the scope of “(there is) anybody (who)” runs to the end of the
proposition, since the proposition is true iff the complex predi-
cable ‘

James, if hurts him, hurts him in turn

is true of anybody and everybody. Analogously, we should also
say that in (2) the scope of the second “(there is) anybody (who)”
runs to the end of the clause ’

who, if there is anybody who hurts him, hurts him in tum

but does not extend any further than that. This clause corre-
sponds to “(y) (y hurts x D x hurts y)” in (1). Just as the symbolic
expression is not a proposition, since it contains, instead of a
name, a variable bound to the quantifier “(x)”; so the correspond-
ing relative clause has “who” instead of a name like “James”, and
“who” looks back to the first “anybody”.

Let us now discuss a class of case mentioned in the last chap-
ter. The difference between:

(3) For any boy x, for some girl y, x is crazy in regard to y

and:
(4) For some girl y, for any boy x, x is crazy in regard to y
may be clearly brought out in the vernacular as follows:

(5) It holds good of any boy that there is some girl in regard to
whom he is crazy.

(6) There is some girl in regard to whom it holds good of any
boy that he is crazy.

The pieces of (5) and (6) stand in strict reciprocal correspondence
to those of (3) and (4); and in each pair of propositions, as was
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explained before, we have the same pieces put together in a
different way. The phrases “it holds good of any boy that” and
“there is some girl” respectively correspond to the restricted quan-
tifiers “for any boy x” and “for some girl y”, and the pronouns
“he” and “whom” respectively correspond to the bound variables
“x” and “y” in “x is crazy in regard to y”; and as before, a
variable’s being bound to a quantifier is what corresponds to a
pronoun’s having an antecedent.

In symbolic logic we get bound variables, not only with quan-
tifiers, but also, for example, in the notation for classes and in
definite descriptions. Here also we have in the vernacular a
strictly corresponding use of pronouns with antecedents. For
example, the symbolic expressions “A(n* >2n)” and “(m)(n >o
2 = 2n1)” respectively become in the vernacular “the (class of)
numbers whose square is greater than their double” and “the
number that is greater than zero and whose square equals its
double”; and here the pronouns “whose”, “their”, “that”, “its”,
whose antecedent is “the number(s)”, correspond to the bound
variable “n”.

This important relation between pronouns in the vernacular
and variables was well understood by Frege, who applied to both
sorts of sign the description “indefinite indicator” (“unbestimmt
andeutend”). (Frege disliked the term “variable” because of the
muddles historically associated with it.) More recently, Quine
has repeatedly drawn attention to the matter, and has rightly been
unmoved by criticisms, which are based on mere misconception;
it is very desirable that young students of symbolic logic should
grasp this relationship between pronouns in the vernacular and
variables.

For the philosophical theory of reference, then, it is all onc
whether we consider bound variables or pronouns of the vernacu-
lar. I shall attend to the latter; my aim is not to explore the
labyrinth of idiom, but to bring out some logically important
features of the use of pronouns, and consequently of variables
too, which a familiarity with symbolic manipulations may make
people overlook.

69. Among the pronouns that have grammatical antecedents,
relative pronouns are conspicuous; but not all such pronouns are
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relative pronouns, and thosc of them that are relative pronouns
have nothing logically special about them—at lcast as regards
their relation to their antecedents. In our previous example, “the
numbers whose square is greater than their double”, the pro-
nouns “whose” and “their” have exactly the same relation to their
antecedent “the numbers”; just as the two bound variables in the
parentheses in “fi(n* > 2n)” have exactly the same logical rela-
tion to “#”. I shall therefore do as the medieval logicians did, and
break Priscian’s head by calling any pronoun with an antecedent
a relative pronoun; the narrower sense of “relative pronoun” may
be distinguished, when necessary, by prefixing the adverb
“grammatically”.

We must recognize, however, that a pronoun’s being
grammatically relative does sometimes make a certain difference
to its logical role. Comparc the obviously equivalent propositions:

(7) Any gentleman who is so grossly insulted must send a
challenge.

(8) Any gentleman, if he is so grossly insulted, must send a
challenge.

It is clear that “who” and “he” bear the same relation to the
antecedent “any gentleman”; but “he” cannot simply take the
place of “who”—"“who” is a portmanteau word into which were
packed up the pure relative pronoun “he” and the connective
“if”. In other instances there may be a different conjunction
latent with a grammatically relative pronoun. Thus, in the prop-
osition:

(9) The Old Guard was now brought up against the enemy
position by Napoleon himself, who was forty years old
that very day

“who” is replaceable by “and he”; had the clause run “who
realized the danger to his right flank”, “who” would be replace-
able rather by “because he”. It remains true, however, that there
is no special relation that a pronoun bears to its antccedent
merely in virtue of being grammatically relative; what does spe-
cially characterize a grammatically relative pronoun in these
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examples is that it is replaceable by a combination of a pronoun
and a conncective, but there is nothing special about it strictly qua
pronoun.

70. It may well appear, however, as though there were a dif-
ferent relation of pronoun to antecedent in a defining and in a
qualifying relative clause. This difference, which is grammat-
ically very well marked in English, certainly does correspond to
a logical difference, in most instances; because it is not so well
marked in Latin, medieval logicians had to be at some pains to
expose this source of cquivocation. Thus the proposition:

(10) Just one man, who has recently died a pauper, broke the
bank at Monte Carlo

becomes quite a different proposition if we omit the commas
around the relative clause. Their presence shows that the clause
is a qualifying onc; their absenee would show that it was a defin-
ing onc. In (10) as it stainds we might replace “who” by “and he”;
we plainly could not do the like to (10) with the commias omitted.

An cxplanation of the difference that suggests itself is that a
defining relative clause goes along with its antecedent to form a
complex general term; e.g., we may substitute the complex gen-
cral term “man who has recently died a pauper” for “A” in the
schema “Just one A broke the bank at Monte Carlo”. It may well
scem that in this formation of a complex general term ‘by restric-
tion’ (to use the terminology of Chapter Three) we have a quite
special relation of pronoun to antecedent; though cven so not
only grammatically rclative pronouns would stand in the rela-
tion, because in the complex general term (say) “man whom any
woman affcctionately remembers if he has made love to her”, the
pronouns “whom” and “he” relate to the same antecedent in the
samc way.

We may seem to have here quite a good working explanation
of the difference between defining and qualifying relative clauscs.
It is a point in favor of this explanation that it can deal with cascs
where the same relative clause may indifferently be taken as a
defining or as a qualifying onc. For examplc, inserting commas
around the relative clause in:
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11 A NManchester man who fas recenty Sied 3 pauper broke
the bank at Monze Carlo

makes no difference to the import of the proposition; and this fact
is quite in accord with the explanation. For, on the one hand, in
(11) we may replace the relative clause by “— and he has
recently died a pauper —”, just as we could in (10); this
suggests that (11) like (10) contains a qualifying relative clause.
On the other hand, (11) is equally the result of substituting the
complex general term “Manchester man who has recently died a
pauper” for “B” in the schema “A B broke the bank at Monte
Carlo”; and this was our criterion for the defining relative clause.

71.  What, then, is the logical structure of a phrase “A that is P”
formed from a substantival term “A” and a predicable “ is
P”? On the face of it, this structure is logically posterior to the
predicational structure “A is P”, and must be analyzed in terms
of it. Lewis Carroll admittedly had odd Bradleian doubts as to the
intelligibility of such a predication, e.g. of “Pigs are pink” (how
can a thing, like a pig, be an attribute, like pink?); he sought to
resolve his doubts by a rule of construction: “The Substantive
shall be supposed to be repeated at the end of the sentence”, e.g.,
“Pigs are pink pigs”.! But “pink pigs” means “pigs that are pink”;
and this depends for its intelligibility on “Pigs are pink”, not vice
versa.

We may thus expect that the analysis of a proposition contain-
ing the complex term “pink pigs” should contain the predication
“... pigs are pink”. But nced such analysis contain a part that
can be picked out and identified as the analysis of the phrase
“pink pigs”? I do not see that this is necessary. Suppose we
analyze “Some pink pigs squeal” as “Some pigs are pink and the
same pigs squeal”. This analysis does contain the predication
“... pigs are pink”, but no part of it can be picked out as the
analysis of the phrase “pink pigs”. If we deleted from the analyzed
proposition the words “some” and “squeal”, the remaining words
would not form a logical unit at all; and this may rouse our
suspicion as to whether we should recognize complex terms, like
“pink pigs” or “pigs that are pink”, as genuine logical units.

'Lewis Carroll, The Game of Logic (London: Macmillan, 1887), p. 2.
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This suspicion may be confirmed if we look at examples (7)
and (8) above. Whereas in (7) “gentleman who is so grossly in-
sulted” looks like a logical unit, the string of words in (8) “gen-
tleman, if he is so grossly insulted” has no such look at all. Nor
need we rely on mere intuition at this point; to take such a string
of words as forming a complex term that can be substituted for
“A” in “any A” demonstrably leads to paralogisms, of medieval
vintage. “Only an animal can bray; ergo, Socrates is an animal, if
he can bray. But any animal, if he can bray, is a donkey. Ergo,
Socrates is a donkey”. Thus we clearly cannot take “animal, if he
can bray” as a complex term that is a legitimate reading of “A” in
“Socrates is an A; any A is a donkey; ergo Socrates is a donkey.”
Of course “( is an) animal, if he can bray” is a perfectly good
unambiguous predicable; but there is not in the other premise a
corresponding use of “animal, if he can bray” as part of an “any”
phrase that is a quasi subject.

72.  We could of course validly draw the conclusion “Socrates is
a donkey” from the premises “Socrates is an animal and he can
bray” and “Any animal, if he can bray, is a donkey”; and these
are respectively equivalent to “Socrates is an animal that can
bray” and “Any animal that can bray is a donkey”. This suggests
that the phrase “animal that can bray” is a systematically am-
biguous one, so that we must divine from the context which
connective is packed up along with “he” into the portmanteau
word “that”. But we cannot count this as proved, because there is
a risk of the canceling-out fallacy. If in some proposition the
phrase “animal that can bray” is replaceable by “animal, if he can
bray” without changing the total force of the proposition, it does
not follow that the one phrase is really an expansion of the other;
so if in another proposition “animal that can bray” is replaceable
by “animal, and he can bray”, it likewise cannot be safely in-
ferred that “animal that can bray” is ambiguous.

We may, however, confirm the suggestion of ambiguity by
considering another sort of medieval example. In the pair of
propositions:

(12) Any man who owns a donkey beats it
(13) Some man who owns a donkey does not beat it
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“man who owns a donkey” has all the look of being a complex
term, replaccable by the single word “donkey-owner”; yet if we do
make this replacement, (12) and (13) become unintelligible. It
may scem as though this happened only because “it” is deprived
of an antecedent. Perhaps beats it” and “ does not
beat it” get a special sensc in their respective contexts because “it”
is looking back to “a donkey”; if so, we might overcome the
difficulty by rewording (12) and (13) so as to supply this sense
without having a pronoun that refers back to part of the term
“man who owns a donkey”.
A plausible rewording would run as follows:

(14) Any man who owns a donkey owns a donkey and beats it.

(15) Some man who owns a donkey owns a donkey and does
not beat it.

It looks as though the context would supply the same special
sense for “ beats it” and does not beat it” as it did in
(12) and (13), because of the reference back from “it” to “a
donkey”; and accordingly the transitions from (12) to (14) and
from (13) to (15) arc on the face of it instances of the valid
patterns of inference:

(16) Any A that is P is Q; ergo, any A thatis P is P and Q.
(17) Some A thatis P is R; ergo, some A thatis P is P and R.

And in (14) and (15) we should no longer have any difficulty over
replacing “man who owns a donkey” by “donkey-owner”. Inci-
dentally, both (16) and (17) are obviously convertible inference-
patterns; so it looks as though (12) and (14), (13) and (15), were
cquivalent pairs.

It may look like that, but it is not so. Whereas (12) and (13) are
contradictorics, their supposed cquivalents (14) and (15) arc not;
for both would be true if cach donkey-owner had two donkceys
and beat only one of them. Medieval logicians would apparently
have accepted the alleged equivalences; for they argued that a pair
such as (12) and (13) could both be true (viz. in the case in which
we have seen that (14) and (15) would in fact both be true) and
were therefore not contradictories. But plainly (12) and (13), as
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they would normally be understood, arc in fact contradictories; in
the casc supposed, (13) would be true and (12) false.

We might have another shot at rewording (12) and (13) so as to
keep “man who owns a donkey” as a term; we should have to try
to get them into the form “Any A is P—Some A is not P”, with
“A” read as “man who owns a donkey” or “donkey-owner”, and
“( is) P” conveying the sense that the context is supposed to
give to beats it”. But I think this would be waste of effort;
for we can surcly sce that the right rewording is got by our old
dodge of splitting up a grammatically relative pronoun:

(18) Any man, if hc owns a donkey, beats it.

(19) Somc man owns a donkey and he does not beat it.

This rendering is quite unforced, and does give us a pair of
contradictories, as it ought; but now the ostensible complex term
has upon analysis quite disappcared.

I maintain, then, that the complex term “A that is P” is a sort
of logical mirage. The structure of a proposition in which such a
complex term appears to occur can be clearly seen only when we
have replaced the grammatically relative pronoun by a conncee-
tive followed by a pronoun; when this is done, the apparent unity
of the phrase disappears; morcover, the context alone can deter-
minc which connective (c.g. whether “if” or “and”) has to be
introduced into the analysis. “Only an A that is P is Q" is an
interesting case; here, the connective required in expounding the
pronoun “that” is “only if”—"an(y) A is Q only if it is P”.
Somctimes, though, a proposition of this form is a portmantcau

proposition, into which is packed up the further implication
“Only an A is Q7.

73. In the rather stilted English that logic books use, the
grammatically relative pronoun that stands at the beginning of a
defining relative clausce is very often replaced by “such that”
followed by the appropriate inflection of “he, she, it, they”; c.g.,
“a number that is greater than zero and whose square is greater
than its double” would be replaced by “a number such that it is
greater than zero and its squarc is greater than its double”. To
have used this locution would have saved me the trouble of
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dealing with two sorts of relative pronouns—those that are, and
those that arc not, grammatically relative; my reluctance to resort
to this was on account of the scruples others have felt about “such
that”. Russell, when he regarded “such that” as an indispensable
logical constant, had nothing better to say about its role than that
it was sui generis.? And some Oxford philosophers have argued
that “such that” raises problems not raised by the familiar relative
pronouns: “such that” means something like “of a nature having
the consequence that”, and use of the phrase would thus always
raise the problems what the ‘nature’ in question is and how the
‘consequence’ follows from it.

We need not treat these Oxonian scruples with much respect.

They seem to be based on the etymology of “such that”, and on -

vague memories that in Latin the “that” clause following “such”
would be what is called a consecutive clause, a clause of conse-

quence. People who write letters to the papers may appeal to the

ctymology of an expression as showing its ‘correct’ meaning;
philosophers need not. For logical purposes, “such that” is best
treated, regardless of its ctymology, as one single word. It is a rare,
and would often be a clumsy, construction in English to form a
relative clause with an invariable prefatory word followed by one
or more (logically) relative pronouns; but this construction is the
regular Hebrew idiom, the analogue of “such that” being
“asher”; c.g., “man whose brother [ killed” would be “man asher
I killed his brother”.

What then is the logical role of “such that” or “asher”? If we
accept the view that a defining relative clause shows its logical
character clearly only when we have replaced the grammatically
relative pronoun by a conncctive followed by a pronoun—the
context determining which conncective is needed—then “such
that” or “asher” is an all-purpose connective, a sort of universal
joint, which goes proxy for whichever connective—"and”, “if”,
“only if’, etc.—may be required by the context. No wonder
Russell was puzzled when he tried to find a fixed sense for “such
that”.

ZRussell, secs. 1, 23, 33, 8o.
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74. At this point a reader may protest that my theory is inconsis-
tent with the definitions that can be given for general terms.
Surely “rhombus” can be defined as “parallelogram that has-
equal sides”, or in some such way; yet on my theory the two
expressions cannot have the same sense, for “parallelogram that
has equal sides” has not even syntactical coherence and moreover
must be expounded differently in different contexts. “Any paral-
lelogram that has equal sides is a thombus” comes out as “Any
parallelogram, if it has equal sides, is a thombus”; but “Only a
parallelogram that has equal sides is a rhombus” comes out as
the conjunction of “Only a parallelogram is a thombus” with
“Only if it has equal sides is a (sc. any) parallelogram a rhombus”
(sec the end of section 72); and “Any thombus is a parallelogram
that has equal sides” comes out as “Any rhombus is a parallelo-
gram and (it) has equal sides”.

The first reply to this natural objection is to distinguish kinds of
definition. A definition may be conceived as a rule for expanding
a shorter expression, the definiendum, into a longer expression,
the definiens; as we saw over the nonreplaceability of “man who
owns a donkey” by “donkey-owner” in (12) and (13), this sort of
definition doces not give the actual linkage between a common
name “A’” and an “A that is P” phrasc in ordinary language. Of
course there could be a rule in some artificial modification of
English that e.g. “donkey-owner” and “man who owns a donkey”
are always interchangeable salva congruitate, without any further
consequential changes in the sentences concerned; but no such
rule obtains in English as we have it, and the abbreviative style of
definition is quite unsuitable to show how a name “A’” and a
phrasc “A that is P” are related.

We ought rather to hold that ¢.g. “rhombus” and “parallclo-
gram that has equal sides” are related by an explanatory definition,
a proposition in which the two expressions occur not in quotes:
something of this style:

Any thombus is a parallelogram that has equal sides, and
any parallelogram that has equal sides is a thombus.

Or again:
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Any rhombus, and only a rhombus, is a parallclogram
with equal sidcs.

We have already scen how to paraphrase away the “A that is P”
phrase in these contexts; the usc of such explanations does not
commit us to the view that “rhombus” is synonymous with any
such phrase.

The exact form of explanatory proposition that will be nceded
depends on solutions for logical problems that we have not yet
attacked, in particular upon our view of the relations between the
common name “A”, the predicable “ is an A”, and the
relational expression “the same A as”. We shall revert to these
matters in Chapter Seven. But there is no reason to doubt that we
could supply explanatory propositions whose use as extra prem-
ises would logically justify the replacement of “rhombus” by
“parallelogram that has equal sides”, or vice versa, in all cases
where this is logically legitimate.

Frege’s view on the definability of proper names is of some
interest in this connection. On the onc hand, he insisted that the
definiendum must be simple, and that for a sign like “2” we must
supply one elucidation, not a number of elucidations of its usc in
different contexts; on the other hand, he regarded a simple proper
name as short for a complex sign (which also would be for him an
Eigenname, i.e. a proper name). Now there is no reason at all
why an abbreviation should be syntactically simple; and if several
abbreviations all contain the mark “2”, there need not be onc
single rule for expanding them into an unabbreviated form
(though no doubt it is ncater, more clegant, to have a single rule);
all that is logically requisite for an abbreviation is that onc shall
be able to construct the unabbreviated expression from it in a
unique way. On the view I have been advocating, “2” must be
syntactically simple if it is a name, and a name must be intro-
duced once for all by an clucidation that warrants our using it in
all available contexts; and so far this agrees with what Frege says;
on the other hand, no name can on this view be an abbreviation
for anything. We should observe here that the definitional equa-
tion by which Frege introduces a simple Eigenname always has
the role of a substantive proposition in which the name is used for
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the first time. Frege makes no such distinction as we find in
Principia Mathematica between “=" and “=Df’; on the con-
trary, he says that the sign of equality, just because it is used in all
definitions, cannot itself be defined.?

The importance of our result is only philosophical; nothing has
been established as to what terms may be introduced ‘by defini-
tion’, but only as to how the ‘definition” of a term should be
regarded. Still, the result has quite considerable importance for
philosophy. For Wittgenstcin was surely right in saying that a
name cannot be dissected by a definition.* A name relates di-
rectly to what it names; a complex sign cannot bear a direct
relation to the thing significd—the relation must be mediated by
the constituent signs of the complex. So a name, as Aristotle
already said, must have no parts that signify separately;S and
equally, a name cannot be an abbreviation for a complex expres-
sion, for then also it would be related to the thing signified only
via the signs in the complex expression.® We have independently
established that in using a phrase “A that is P” to clucidate a term
“A"”, we are not introducing the term as an abbreviation for the
phrasc; so such an clucidation does not disqualify “A"” as a name.
The elucidation has in fact the form of a proposition in which
“A"" is used.” If we have other reason to treat substantival general
tcrms as names, we now sce that their ‘definability’ in no way
counts against this.

75. In the rest of this chapter it will be unnecessary to give
special - consideration  to grammatically  relative  pronouns,
whether they occur in defining or in qualifying clauscs; it is
always casy to get rid of them by a small verbal change. This
means, in particular, that no special importance attaches to dcfi-
nite descriptions of the form “the (one and only) A that is P”. We
can always turn a proposition ostensibly of the form “f{the A that

3Frege (3), p. 8o.

‘Wittgenstein, 3.26.

De interpretatione, 160 2zo-21.

*Cf. Wittgenstein, 3.261.

7Cf. Wittgenstein, 3.263, where we must remember that for him “name” and
“primitive sign” arc coextensive.
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is P)”, one where the definite description seems to take the place
of a proper name, into the form “just onc A is P, and f(that same
A)"—a form which we had occasion to discuss in the last chapter,
when expounding the dictum de omni. The change of form is
great only under the aspect of surface grammar; logically, all that
we have done is to expand the portmanteau word “that” into the
connective “and” and the relative pronoun “that same”. A phrase
of the form “A that is P” never constitutes a single term, a logical
unit; and a phrase of the form “the A that is P” likewise cannot
constitute one.

Predicative occurrences of definite descriptions are not in-
stances of the schema “f(the A that is P)”. The predicable “——
is the A that is P” is analyzable as “ is an A that is P and
only is an A that is P”. Here “is an A that is P” is in tumn
analyzable as “both is an A and is P”; the role of “only” will be
discussed in Chapter Seven, section 108.

A proper name can never be an abbreviation for a definite

description; though we may of course introduce a proper name as
a namc for the object described by such a description. A natural
way of cffecting such an introduction would be to enunciate a
proposition with the proper name as subject and the definite
description as predicate: “Neptune is the planet of the Solar Sys-
tem next out from Uranus.” If we have no other way of identify-
ing the object named than is supplied by the definite description,
it may be natural to think of the proper name as short for the
description; but this would be wrong.

Even if a substantival term “A’” can be satisfactorily linked to a
phrase “A that is P” by the sort of explanatory or clucidatory
proposition that we have considered, we are still left with the
problem how to explain applicatival phrases “*(A that is P)”
where “*” is a dictum de omni applicative. We seem to under-
stand these phrases straight off, given that we know the applica-
tives and the way they work with syntactically simple substantival
terms; similarly, we seem to understand e.g. “every sister of Bill’s”
straight off, without needing to connect “sister of Bill’s” with
some simple common name “A” introduced ad hoc, such that
every A, and only an A, will be a sister of Bill's. And it appears
awkward also that the connection of “flevery A that is P)” with
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“flevery A’Y” works out differently from that of “f(some .A that
is P)” with “flsome A')”, as I have argued it docs; nor is it at all
apparent how on similar lines we could deal with the prefixing of
“most” or “almost every” to an “A that is P” phrase, since “Al-
most every A that is P is Q” is not equivalent either to “Almost
every A, if P, is Q” or to “Almost every A is P and Q. The
intuitive objections are to my mind unimportant; intuitions as to
which bits of a sentence go together to form a unified expression
are often demonstrably wrong, as we have seen. The difficulty
about our not having a uniform account of the way each of the
dictum de omni applicatives goes with an “A that is P” phrase is
one that we shall see in Chapter Seven not to be insuperable.

6. If defining relative clauses are paraphrased away in tbe
manner here recommended, the resulting proposition will still
contain a relative pronoun, in the logical sense of the term. The
relative pronoun within a phrase “A that is P” did not look as if it
had any referential force of its own; on the contrary, its role
scemed to be that of binding the phrase into a unity, and it was
this logical unit that seemed to have a reference. But other rela-
tive pronouns, including the ones introduced by the sort of
paraphrase just mentioned, do appear to have a referential role———.
that of picking up a reference made elsewhere (recordatio rei
antelatae, as medieval logicians would say). Can such a role be
coherently ascribed to relative pronouns?

Let us begin by noticing that sometimes a pronoun may be
eliminated from a proposition, without changing the force of the
proposition, by a repetitious expression. When such pronouns
have no point beyond variety, perhaps elegance, of expression,
they might well be called “pronouns of laziness”. Thus, in “His
sudden elevation to the peerage was a surprise to Smith”, it would
apparently be only a stylistic alteration if I wrote “Smith’s”, or in
journalistic fashion “His (Smith’s)”, instead of “His”.

Not all relative pronouns can thus be treated as pronouns of
laziness. Consider these two propositions:

(20) Just one man broke the bank at Monte Carlo, and
he has recently died a pauper.
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(21) Smith broke the bank at Monte Carlo, and he has
recently died a pauper.

In (21) the pronoun “he” is apparently one of laziness, but “he”
in (20) is not replaccable by “just one man” or “a man” without
essentially altering the force of the proposition. The reason is not
that a pronoun of laziness can go proxy only for a proper name; in
the sentence I wrote just now, “In (21) the pronoun. .. one of
laziness”, the word “one” is a pronoun of laziness going proxy for
“a pronoun”. But in (20) it is quite impossible to find any noun or
noun-phrase for which “he” goes proxy; “he” is indeed replace-
able by “that man”, but here again “that” is a relative pronoun,
and has the apparent role of referring back to an antecedent, just
as “he” had.

When a relative pronoun is not a pronoun of laziness, it is in
general quite absurd to treat it as a ‘singular referring expression’
and ask what it refers to. It is, for example, quite absurd to ask
which man is meant or referred to by the pronoun “he” in (20).

Here as elsewhere, we must remember that if a term in a
proposition has reference there must be some way to specify this
reference regardless of that proposition’s truth-value. To be sure,
“Srith” has as its reference the man who broke the bank at
Monte Carlo iff “Smith is the man who broke the bank at Monte
Carlo” is true; but the reference of “Smith” must be specifiable in
some other way that does not depend on whether this proposition
is truc. For “Smith” must already have a reference before the
question “Is Smith the man who broke the bank at Monte
Carlo?” can be asked; and its reference in this question cannot
depend on which answer is right. Similarly, (20) can be t}lrned
into a question, simply by enclosing it in the framework “Is it true
that. .. ?”: so if “he” in (20) has a reference, this must be some-
how specifiable regardless of whether (20) is truc or false, so as to
be the same whichever answer to the question is right.®

Let us suppose for the sake of argument that (20) is indeed, as
on the surface it appears to be, a conjunction of two clauses, with
“he” as logical subject of the second clause. Signs are arbitrary,

8] have rewritten the two following paragraphs in response to a criticism
published by Dr. T. Smiley (Philosophical Books, Qctober 1963).
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and “h¢” has a lot of work to do in other conncctions; so for
clarity’s sake let us stipulate that the result of inserting the term
“a” in (20) instcad of “he” shall have the same sensc as (20). If
“he” is a referential term in (20), so will “a” be in the modified
(20), in (20)" let us say; and (20)" will be the result of attaching to
“a” as subject the predicable:

Just one man broke the bank at Monte Carlo, and
has recently died a pauper;

it is of course irrelevant that (20)" admits also of other analyses. If
“Just one man broke the bank at Monte Carlo” is falsc, this
predicable will be false of any object whatsoever; but it does not
follow that (20)' is then false; unless “a” has been given a refer-
ence, (20)" will not be falsc but truth-valucless. The predicable
“ cut oft Henry VIII's head” is false of everybody; but if a
schoolboy in his history essay exhibits a sheer confusion between
Oliver and Thomas Cromwell, “Cromwell” in his usc is a name
without reference; he simply does not know what he is talking
about, and “Cromwell cut off Henry VIIT's head”, as a sentence
in his essay, is not falsc but truth-valucless.

How then can a reference be supplied for “a” in this use? If the
first half of (20) and (20)" were true, it would be plausible to take
“he” in (20), or again “a” in (20)', as referring to the one and
only man who broke the bank at Monte Carlo. But if that first
half is false, this way of specifying reference fails; so unless some
other is provided, a way that will work whether the first half is
true or false, (20)" will be truth-valueless in the case of the first
half’s falschood; but (20), which we stipulated was to share the
same sense, is in this case not truth-valueless but false. So it
appears that we cannot cohcrently assign reference to “a” in
(20)', nor therefore to “he” in (20). (We saw in Chapter One the
futility of saying that the reference of a term is somebody the
spcaker had in mind; so we need not consider any attempt to
specify a reference for “he” in that way.) It is simply a prejudice
or a blunder to regard such pronouns as needing a reference.

77. The idea of a pronoun’s picking up an earlier reference is
more plausible as regards a sort of quasi syllogism mentioned by
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Strawson.? Let us consider this dialogue:
A: A man has just drunk a pint of sulphuric acid.

B: Nobody who drinks a pint of sulphuric acid lives through
the day.

A: Very well then, he won't live through the day.

It is very tempting to take “he” in A’s second remark as picking up
the reference of “a man” in A’s first remark. We could then
describe A’s procedure as follows: A accepts a major premise from
B, and then, in accordance with the dictum de omni, he passes
from predicating “ has just drunk a pint of sulphuric acid” of

a certain person to predicating of the same person “—— will not .

live through the day” (sc. “after his drinking a pint of sulphuric
acid”). But let us not forget the arguments deployed in Chapter
One against the view that “a man” ever refers to a man (ever
conveys, as Strawson puts it, ‘a reference to a definite person,
indefinitely made’!®). Kven if A is under quite a false impression

as to who has drunk sulphuric acid, this in no way affects the

truth of what A says or the correctness of A’s inference; so it is
quite irrclevant whom A has in mind; and there is no other way of
getting out of “a man” a reference to a definite person. And if “a
man” makes no such reference, “he” cannot pick up any such
reference from “a man”.

Let us suppose B to be a deaf-mute, so that the exchange above
took place on B’s writing tablet. In this casc it is plain that “He
won’t live through the day” is not an independent proposition. B
had on his writing tablet first of all the shorter proposition “A
man has just drunk a pint of sulphuric acid” and then the longer
proposition “A man has just drunk a pint of sulphuric acid—he
won'’t live through the day”; the particle “Very well then” ex-
presses A’s inference of the longer proposition from the shorter
one. The added clause in the longer proposition is a mere frag-
ment of a sentence, not a conjunct in a conjunctive proposition;
it has no truth-value, and “he” has here no reference. It makes no

9Strawson, p. 194n.
1%Strawson, p. 187.
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logical difference if the dialogue is spoken and not written.
Naturally, the earlier part of the longer proposition will then have
perished and exist only in the memory of A and B; but this
physical peculiarity of the linguistic medium is logically irrele-
vant. To treat it as relevant would be as silly as the medieval
puzzle: How can a spoken proposition be true, since at no time is
it all there to be true?

78. The unexceptionable class of cases where a pronoun does
pick up the reference of its antecedent is supplied by pronouns of
laziness. Suppose we have two propositions, P, and P,, which
differ precisely in that an expression E occurs twice in Py but is
replaced by a pronoun of laziness at one occurrence in P,; then
the pronoun of laziness in P, has precisely the same import as its
antecedent E, and thus it has the same reference as E. But if E
occurs twice in P, and its second occurrence in P, is replaced by
a pronoun in P,, and if P, and P, have as wholes the same
import, it does not follow that this pronoun conforms to the
definition of “pronoun of laziness”. The pronoun in P, occurs in
the very same context as the second occurrence of E had in Py;
but it is illegitimate to cancel out the identical context and say
that the pronoun in P, has the same import and reference as E
had in P,. And only such canceling-out warrants us in saying that
the pronoun in P, must have the same import and reference as its
antecedent E. So the mere fact that a pronoun is thus substituta-
ble for its antecedent does not after all warrant us in thinking it
picks up the reference of its antecedent; and if it does not pick it
up, then the term “pronoun of laziness” is a misnomer, for the
pronoun is not a mere elegant variation for its antecedent.
Let us consider an example:

(22) If any man owns a donkey, he beats it.
(23) If Smith owns a donkey, he beats it.

The pronoun “he” is replaceable by “Smith” in (23) without
changing the import of the proposition; it is not thus replaceable
by “any man” in (22); so it looks as if it were a pronoun of laziness
n (23), but not in (22). All the same, (23) predicates of Smith
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precisely what (22) predicates of any man; both contain the same
unambiguous complex predicable “If owns a donkey, he
beats it”, which is incomplete in sense, not as beats it” was
in (12) and (13), but only as any one-place predicable is until it is
attached to a subject or quasi subject. On the other hand, the
proposition:

(24) If Smith owns a donkey, Smith beats it

contains the completely different predicable “If owns a don-
key, Smith beats it”; when attached to the quasi subject “any
man’”’, this gives us the proposition:

(25) If any man owns a donkey, Smith beats it

which is wholly different in force from (22). Thus the wholly
differcnt sense of the predicables “If owns a donkey he beats
it” and “If owns a donkey Smith beats it” shows that even in
(23) “he” has a definite logical role of its own, and is not a mere
pronoun of laziness—not a mere device for avoiding the repeti-
tion of “Smith”.

79. Having rejected various views of relative pronouns, I shall
now try to give a positive account of my own.

Let us consider the predicable “Either does not own any
donkey or he beats it”. (I think this is very much the same as “If
owns a donkey he beats it”; but I do not wish to raise a stale
and barren controversy about “if’—my concern is not with “if”’
but with the relative pronouns, whose role is obviously the same
in both predicables.) Wc can twist this predicable around so as to
get rid of the rclative pronouns: cither-docs-not-own-or-
beats any donkey”, where the hyphens are meant to exclude the
reading: “ either does not own any donkey or beats any
donkey”. The hyphenated expression is a two-place predicable,
from which we get the one-place predicable by filling up onc
blank with “any donkey”; and this two-place predicable is in its
turn built out of the two two-place predicables owns...”
and “ beats. . .”, by mecans of ncgation and the connective
“cither or ”. It is casy to scc how this use of the
connectives is related to their use with propositions: If we use
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“A”, “B”, for proper names, “Either A does not own B or A beats
B” (or rather: “Either not: A owns B, or: A beats B”) will be truc
iff “A cither does not own or beats B” is true. (Compare my
remarks in sections 27 and 42 about the use of negation and
conunectives with one-place predicables.)

What then is the role of the pronouns “he” and “it” in “Either
docs not own any donkey or he beats it”? They are not
merely superfluous: they scrve to show how the two two-place
predicables are fitted into the framework “either not or
”. For it is not enough to say that owns. ..” takes the
place of “F” and “—— beats . . .” that of “G” in “either not F or
G”; this would be enough if we were considering a pair of one-
place predicables, but for two-place predicables there is the fur-
ther question whether the one that takes the place of “G” is fitted
in right side up or upside down relatively to the one that takes the
place of “F”. Consider the diffcrence between “Either docs
not own any donkey or he kicks it” and “Either does not
own any donkey or it kicks him”; the difference of word order and
inflection between the pronoun pairs “he—it” and “it—him”
shows that the place of “G” in “either not F or G” is differently
filled in the two cases by the two-place predicable
kicks .. .”"—in the first casc it is so to say right side up, in the
second case upside down, rclative to the predicable “
owns...”, which takes the place of “F”. Similarly, if we used
variable-letters, we should get a significarit difference between “~
(x owns y) v (x kicks y)” and “~ (x owns y) Vv (y kicks x)’—the
order of the letters in the formulas, “x, y, x, y” or “x, y, y, x”, is
significant as the order of the pronouns was.

We might of course use some quite different logical device to
the same end; thus, in Principia notation there is the logical
constant “Cnv”, which tums a relative term into its correlative;
and the distinction we are discussing would then be shown by the
difference between “(— owns) U kicks” and “(— owns) U
(Cnv'kicks)”!! This incidentally shows how confusing and super-
ficial the ordinary jargon about constants and variables is; the

'n giving the notation from Whitchead and Russcll, I omit the superfluous
dots that arc used to show that negation and disjunction and conjunction
opcrate upon relative terms,
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same logical difference may be shown either by a rearrangement
of variables or by insertion of a logical constant; so there is not, as
the terminology might suggest, a radical distinction between the
roles of variables and constants. And when we see the role of “he”
and “it” from this side, it hardly seems worth while to consider
any further the idea of their repeating a reference previously
made; nobody would wish to say that Russell’s “Cnv” had any
such job of back-reference.

This sort of role even more obviously belongs to the reciprocal
pronoun:“each other” or “one another”. How empty and useless
an account it would be of the reciprocal pronoun to say that in
“John and Jane love one another”, “one another” refers over
again to John and Jane! The right account is plainly that “onc
another” is an operator forming a new, symmetrical, two-place
predicable from a two-place predicable; to be precise, “x and y
are R to one another” says that x and y are in the symmetrical
relation symbolized in Principia notation by “R N Cnv'R”, i. e.
that x bears to y at once the relation called “R” and its converse.
In “John and Jane love one another”, as in “John and Jane
disagree about politics”, the role of “and” is to show that we have
a symmetrical two-place predicable. With a predicable that is
alrcady symmetrical, the insertion of the symmetry-generating
operator “one another” is redundant, “John and Jane disagree
about politics with one another” is not significantly different from
“John and Jane disagree about politics”.

8o. The reflexive pronoun has quite a different role. By insert-
ing the reciprocal pronoun we turn a two-place predicable into a
new ongc; by inserting a reflexive pronoun, we fill up one place in
a two- or many-place predicable, just as if we had inserted a
referring phase. There is thus special temptations to treat a reflex-
ive pronoun as having reference—in fact, the same reference as
its antecedent. But we shall see reason to resist the temptation.
When the antecedent of a reflexive pronoun is a singular term,
it might seem obvious that the reflexive pronoun is simply re-
placeable by its antecedent, and is accordingly a pronoun of
laziness. But we saw that little significance can be attached to a
pronoun’s being replaceable by its antecedent; for that pronoun
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may nevertheless be or not be a pronoun of laziness—it will
depend upon the sense of the predicable containing the pronoun.
In this case, we have the same unambiguous predicable “
contradicts himself” in “Hegel contradicts himself’, where “him-
self” is a pronoun replaceable by its antecedent “Hegel”, gnd in
“Every philosopher contradicts himself’, where “himself” is cer-
tainly not replaceable by its antecedent “every philosopher”.
Morcover, it is not even true that when the antecedent is a
singular term it can always take the place of the reflexive pro-
noun; “Only Satan pities himself” and “Only Satan pities Satan
are quite different in their import. But it is quite impossible to say
whom “himself” should refer to in “Only Satan pities himself” if
it does not refer to Satan; so, surely, we must conclude that here
at least the reflexive pronoun is not a referring word at all.

81. In cases where the antecedent of a reflexive pronoun is a
referring phrase (in the sense of Chapter Three), 1 cannot demon-
strate in the same way that the reflexive pronoun does not pick up
the reference of the antecedent. Obviously we should get into
immediate difficulties if we also held that “every man” has the
special role of referring to every man; for then we could hiardly
distinguish between “Every man loves every man” and “h.v.ery
man loves himself”. But we have long since seen reason to reject
the doctrine of distribution; and on the medieval doctrine that
“every man” and “some man” alike refer to each and every man,
though with different modes of reference, it would be natural to
say that “himself” in “Every (Any) man loves himself” also.refers
to every man, with yet another mode of reference. This lm.e of
thought was in fact exploited by Walter Burleigh, 2 who ascribed
to the reflexive pronoun in such propositions a peculiar mode of
reference, falling somehow in between distributive suppositio
and confused suppositio.

Burleigh describes quite clearly the rather complicated interre-
lations of these three modes of reference. (I shall here use “any”
to translate Burleigh’s “omnis”, rather than the more literal “ev-
ery”; as I said, most medieval logicians did not make the Russel-

2Burleigh, pp. 30-31.
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lian distinction between “any” and “cvery”, but their account of
distributive  suppositio corresponded to Russcll’s account of
“any”.) (i) From “Any man loves any man” there follows “Any
man loves himself”, and from this again “Any man loves a man”.
(i) If “Socrates” is a proper name corresponding to a correct use
of “the same man”, then of the two propositions “Any man loves
Socrates” and “Any man loves himself’, neither follows from the
other. (iii) If “Socrates” and “Plato” are such proper names, then
“Any man loves himself” is truc iff the conjunction of all the
propositions “Socrates loves Socrates”, “Plato loves Plato”, and so
on, is true; whereas “Any man loves any man” is truc iff the
conjunction of all such propositions and also of propositions like
“Socrates loves Plato” is truc.

What Burleigh failed to notice was that, if we accept the doc-
trine of suppositio, yet another mode of reference would have to
be recognized for “himself” in “Some man loves himself”—onc
intermediate between determinate suppositio and (what I
suggested could be called) conjunctive suppositio (corresponding
to Russell’s “every”). Even if we ignore the distinction between
“any” and “every”, which Burleigh did not recognize, therc
would be a new kind of suppositio coming somehow in between
determinate and distributive suppositio. Thus: (i) From “Some
man loves every man” there follows “Some man loves himself”,
and from this again “Some man loves some man”. (i) If “Soc-
rates” is a proper name corresponding to a correct use of “the
same man”, then of the two propositions “Some man loves Soc-
rates” and “Some man loves himself’, neither follows from the
other. (iii) If “Socrates” and “Plato” are such proper names, then
“Some man loves himself” is true iff the disjunction of all the
propositions “Socrates loves Socrates”, “Plato loves Plato”, and so
on, is true; whereas “Some man loves some man” is true iff the
disjunction of all these propositions and also of propositions like
“Socrates loves Plato” is true. On his own premises, then, Bur-
leigh would have had to recognize here a further kind of sup-
positio. In fact, some of the points made here are to be found in
Albert of Saxony’s Perutilis logica (Venice, 1518), Tractatus
2,¢.9 (‘De modo supponendi relativorum’).

It secms that we might have to recognize even further varicties;
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onc cssential objection to the doctrine of suppositio is the way
new sorts of suppositio keep on tuming up—

Cycle and epicycle, orb in orb.

It is worth while to seck a unified explanation of reflexive pro-
nouns, even at the price of abandoning the superficially simplc
idca that they pick up the reference of their antecedents.

82. Can the reflexive pronoun in truth be regarded as filling up
onc blank in a two- or many-place predicable? When cach of the
blanks in a two-place predicable is filled with a referring phrasc,
there are two different ways of analyzing the result as a one-place
predicable attached to a quasi subject; sometimes there are also
two essentially different propositions, somectimes not. If we
italicize the words that are to be taken together as forming a
one-place predicable, we shall have on the onc hand the cssen-
tially different propositions “Any boy loves some girl” and “Any
boy loves some girl”, and on the other hand the only notionally
distinct pair “Any boy loves any girl” and “Any boy loves any
girl”. Now there is no such twofold construction of a proposition
containing a reflexive pronoun; no proposition can be corre-
spondingly represented as “ Any boy loves himself”, for the propo-
sition “Any boy loves himself” can be construcd only as contain-
ing the predicable “ loves himself’, not as containing the
predicable “Any boy loves ”. Thus a refléxive pronoun does
not fill one blank of a two- or many-place predicable in the way
that a referring phrase docs.

The denial that “Any boy loves ” can be taken to occur in
“Any boy loves himself” necd not be supported by a bare appeal
to intuition; it can be supported by consideration of the dictum de
omni, which I used in the last chapter to disqualify certain osten-
sible occurrences of predicables.

Suppose, for example, that P is a proposition “Any man is R to
himself” and Q is a proposition “Any man is S to himsclf’; and
supposc that we have a premise T warranting the inference from
“Any man is R to a” to “Any man is S to a”, “a” being a proper
name arbitrarily chosen. If the pronoun “himself” has referential
force, it will have this in both P and Q; morcover, since its
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reference will be determined by its antecedent, “himself” will
have the same reference and the same mode of reference in P and
in Q. Moreover, the predicable “Any man is S to " occurs
in Q iff the predicable “Any man is R to " occurs in P. To
make matters clearer, let us rewrite “himself” as “that very man”,
and call the results of thus modifying P and Q by the names “P"”
and “Q’”. Q will be inferable from P (on the basis of the premise
T) iff Q' is inferable from P’; it will depend on whether we can
treat “that very man” as a phrase to which our two predicables are
attached and for which the dictum de omni can be applied. In
fact, given the premises T and “Any man is R to any fool” (say),
the dictum de omni would warrant our inferring “Any man is S

to any fool”, since this pair of propositions can be regarded as the

results of attaching our two predicables to “any fool”. Is the
inference of Q' from P’ and T parallel to this? :

It is clear that even given the premise, we are not in fact
warranted in inferring Q' from P’, i.e. “Any man is S to that

very man” from “Any man is R to that very man”. (For example:

Suppose it is the case that if there is anybody of whom it is true
that any man—however stupid—has at least as much sense as
he, then that person is despised by any man whatsoever—
including himself. Then there will be no way of reading “a” as a
name of and for a man so that “Any man has at least as much
sense as a” is true and “Any man despises a@” is not true. But that
docs not mean that in this case from the truism “Any man has at
least as much sense as that very man” we could infer “Any man
despises that very man”.) This is of course not an exception to the
dictum de omni, but a proof that the predicables “Any man is R
to ”, “Any man is S to ", do not occur in P' and Q’.
And so P and Q cannot be analyzed as the results of attaching
these predicables to a referentially used pronoun.

83. 1 maintain, then, that it is wrong to regard “himself”’ as
turning a two-place into a one-place predicable by filling up one
place; rather, a reflexive pronoun fills up both places of the two-
place predicable into which it is inserted, but itself has an incom-
pleteness tantamount to there being one empty place—an in-
completeness that appears in grammar as the need of the pronoun
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for an antecedent. In passing from admires. . .” to
admires himself’ we are not just filling up the second blank with
“himself’; the real logical structure is better brought out by this
sort of diagram:

him- admires -self
P \ |
{ }

where the place between the parentheses is to be filled with the
antecedent of “himself’.

This account can easily be extended to many-place predica-
bles. Consider the three-place predicable that we need to de-
scribe a case of blackmail— “——threatens - - - with exposure
to...”. The two-place predicable represented in this diagram:

him-  threatens --- with exposure to  -sclf’
: (
{

would express the relation of A to B if A threatened B with
exposure to A himself—which would be possible if A did his
blackmailing in disguise, as in G. K. Chesterton’s Father Brown
story “The Head of Caesar.” On the other hand, the two-place
predicable represented in this diagram:

—— threatens him-  with exposurc to  -self

would express the relation of A to B if A threatened B with
exposure to B himself—which would be possible if, for example,
A knew of some crime of B’s that B had forgotten by amnesia, as
in Graham Greene’s story The Ministry of Fear.

Again, it has been known that a starving prisoner in a dungeon
fed himself on himself. The italicized predicable is a one-place
one, derivable from the three-place predicable fed - - -
on...” by the following steps. First we form the two-place pred-
icable fed himself on. ..”, representable by the diagram:

him- fed -self on ...

then from this we form the one-place predicable “
self on himself”, representable by the diagram:

fed him-
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him- fed -sclf

him-

on -sclf

The first “himself’, so to speak, hands over its need for an an-
tecedent to the second “himself’.

A curious puzzle arises over a previous example of ours. “Only
Satan pities Satan” and “Only Satan pities himself” are quite
diffcrent propositions. Yet we can turn the first proposition, with-
out loss of force, into the form “Satan is pitied only by himself’;
and in Irish English, though not in standard English, this could
again appear as “Only himself pitics Satan”. But now there scems
to be a difficulty in distinguishing this from “Only Satan pities
himself”. Surely both could be represented by this diagram:

only him-  pitics  -sclf
Satan

The solution of the puzzle lies in something that our structural
formulas cannot be expected to represent adequately—something
that, as we have seen before, distinguishes the structure of a
proposition from chemical structure. Two propositions that are
reached from the same starting point by the same set of logical
procedures (c.g. substitutions) may nevertheless differ in import
because these procedures are taken to occur in a different order.
In the present case we may imagine ourselves starting with the
one-place predicable “—— pities Peter”, and applying the fol-
lowing logical procedures, in the order in which they are men-
tioned:

1. Turning a one-place predicable containing the name “Pe-
ter” into a two-place predicable by deleting that name. (Result:
The two-place predicable pities. ..”.)

2. Filling up the two places of a two-place predicable with
“himself” so as to get a one-place predicable. (Result: The one-
place predicable pities himself”.)

3. Operating on a once-place predicable is P’ to get
another one-place predicable, “Only is P”. (Result: The
one-place predicable “Only pitics himself”.)

164

Relative Pronouns

4. Supplying to a one-place predicable the subject “Satan”.
(Result: The proposition “Only Satan pitics himsclf”.)

Suppose we had appliced the very same logical procedures to
pities Peter”, but in the order 3, 1, 2, 4. The application of
the procedure 3 to “ pitics Peter” yields the one-place pred-
icable “Only pities Peter”. From this, by procedure 1, we
get the two-place predicable “Only pitics. . .”, which ex-
presses the relation of A to B when B is not pitied by anyonc other
than A. From this, by procedure 2, we get the one-place predica-
ble “Only himself pitics ”, which is true of a person A iff he
bears to himself the relation just mentioned, i.c., iff A is not
piticd by anyone other than A. (In this predicable there is no
occurrence of the predicable “Himself pities 7, the Irish
English for “ pitics himself”; “Only himself pities 7 s
not rcached from “Himsclf pitics " by procedure 3, but
formed in quite another way. ) Finally, by procedure 4 we got the
proposition “Only himsclf pitics Satan”.

“«

84. Some readers may think this discussion of complications
that arise in the vernacular over the use of reflexive pronouns to
be a waste of effort: are not all the complications cleared up
automatically by using the notation of quantificrs and bound
variables? This objection is superficial. Let us consider the sym-
bolic transcription of “Everybody stands in the relation F to
himself"—“For any (person) x, F(x, x)”. This transcription looks
as though it contained occurrences of the one-place predicables
“For any x, F(——, x)” (i.e., “ stands in the relation F to
everybody”) and “For any x, F(x, )" (i.e. “Everybody stands

"); each of these predicables is obtained

in the relation F to
by using “Forany x, ... x...” to fill up one place in one and the
same two-place predicable. But this appearance is mislcading.
Even if neither of our one-place predicables were truc of anybody
at all—even if there were nobody who bore the relation F or its
converse to everybody—even so “For any x, F(x, x)” could be
true; so this proposition is clearly not in any way a predication of
cither predicable. Indeed, we cannot coherently describe any
logical procedure which, starting with onc of these predicables,
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would yield the proposition “For any x, F(x, x)’—contrast the
propositions “For any x, F(John, x)” and “For any x, F(x,
John)”. But if both the occurrences of “x” in “F(x, x)” are bound
to the quantifier “for any x”, then cach onc of them is; and is it
not precisely by inserting an “x” bound to “for any x” into one of
the empty places in a certain two-place predicable that we obtain
an occurrence of the predicable “For any x, F(x, )" or of the
predicable “For any x, F( , x)°?

Frege was well aware of this sort of difficulty. His solution was
to deny that a two-place predicable (in his language,
Functionsname) occurs at all in “For any x, F(x, x)”; instead,
there is a quite different one-place predicable, by attaching which
to a name “a” we get the proposition “F(a,a)”.!3 This solution is
clearly insufficient. Of course it is possible to use the letter “F” in
writing down either a one-place or a two-place predicable; in that
case, although there look to be two argument-places when the
one-place predicable is used, as in “F(a,a)” or “For any x, F(x,
x)”’, the requirement to fill both with cquiform signs mcans that
logically the predicable is only one-place. This does not sin
against any canon forbidding ambiguous symbolism, for in no
context will there be any doubt which sort of predicable, one-
place or two-place, the letter “F” is being used to form. The
trouble is rather that now it is not clearly shown how this one-
place and this two-place predicable are logically connected. On
the face of it, the only link is the letter “F” itself, a letter that is
being used in two logically different ways; and if for the one-place
predicate, with the logically superfluous repetition in the
argument-place, we wrote simply “G( )”, with no such repe-
tition, then there would no longer be even an appearance of a
link. 14

We can see that there is a puzzle here when once we realize

that the repetition of bound variables in “For any x, F(x, x)" is

essentially different from that in “For any x, Hx and Gx” or again
in “For any x, for some y, F(y, x) or G(x, y)”. As we have
already seen, the latter sort of repetitions can be avoided al-

3Frege (2), Vol. 1, p. 36.
14Cf. Wittgenstein, 3.322, 3.333.
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together by joining predicables in a truth-functional way and
using the symbol for converse relations: “For any x (H&G)x”;
“For any x, forsome y, x (Cnv ‘F U G)y”. These devices will not
get rid of the repetition in “For any x, F(x, x)”. We may express
sclf-immolation by calling somebody “priest and victim” (assum-
ing these to be correlative terms); but this form of words does not
of itself distinguish a self-immolator from

The priest who slew the slayer
And shall himself be slain.

What we might well have is a more perspicuous symbolism
than “F(x, x)” for “x bears the relation F to itself’—a symbolism
showing clearly how a one-place predicable is here formed from a
two-place one. Let us use the symbol - u, v)’ for this
purpose; this symbol, which may be read (say) as “ being
both u and v”, will form a one-place predicable ; U, v)
F(u, v)’ from a two-place predicable, “u” and “v” being of
course bound variables. And then “For any x, F(x, x)” will
become “For any x, (x; u, v) F(u, v)”, in which there are not
even apparent occurrences of the predicables “For any x, F(——,
x)” and “For any x, F(x, Y”. This notation could be easily
extended to many-place predicables: thus, instead of “F(x, y, x)”
we should have:

(x; u, v) F(u, y, v).

It may easily be seen that our new piece of symbolism is a way
of transcribing our structural formula illustrating the use of “him-

self”.

Similarly, “F(z,z,z)" could be written in the form:
(% y, u, v) F(u, y, v)

where the prenex operator is to be read as “z being both y and u
and v”.

Moreover, it is easy to devise a perspicuous way of showing the
difference between “Only Satan pities himself” and “Only him-
self pities Satan”. Let us in general symbolize “Only is F”
by “(only w) F(w)”, where “w” is of course a bound vari-
able; the notation may be read “Only is a w for which Fw".
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Then the formula:
(Satan; w, v) (only w u) (u pities v)

would say that Satan stood to himself in the relation of w to v
symbolized by “(only w u) (u pitics v)”, i.e. the relation between
w and v when nobody other than w pities v. This then would
represent “Only himself pities Satan”. On the other hand, the

formula:

(only Satan w) (w; u, v) (u pities v)

would be true iff the predicable “(

“«”

; u, v) (u pitics v)”, i.c.,
pities himself”, were true only of Satan; this would there-
fore represent “Only Satan pities himself”.

[ am of course not saying that the conventional way of repre-
senting reflexivity by repetition of variables is wrong, only that for
certain purposes it is unperspicuous. ‘What the signs conceal,
their use reveals’; the conventional way of ‘identifying variables’
requires a number of complicated rules for its working, which it is
not at all casy to formulate rigorously. For example, the rules
about not letting variables be ‘captured” by quantifiers are pre-
cisely designed to avoid the sort of misreading by which the
proposition “For some x, F(x, x)” would contain the predicable
“For some x, F( , x)” or, more specifically, would be deriva-
ble from this predicable by our taking it as the “G( )" in
“G(x)’.13

The discussions in this chapter are far from an exhaustive
treatment of relative pronouns. I hope, however, that I have said
enough to destroy the plausibility of the view that the essential
role of a relative pronoun is its picking up the reference of its
antecedent. Pronouns of laziness do indeed pick up the reference
of the antecedent term, if they merely go proxy for repetition of
that tcrm; but most relative pronouns are not pronouns of lazi-
ness, and for those that are not the idea of a reference picked up is
wholly inappropriate. The roles of such pronouns turn out to be
describable in quite different ways; and there is no one role that
we have found to be common to all relative pronouns.

15See Quine, pp. 147-148.
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Six

Pronominal Reference:
Indefinite Pronouns

85. The pronouns whose roles arc to be discussed in this chap-
ter and the next are all of them called indefinite pronouns; but
this fact gives us no clue at all to what their roles are, since the
indefinite pronouns of traditional grammar are mercly a misccl-
lany of the pronouns left over from the fairly well-marked classcs,
such as personal, reflexive, possessive, and demonstrative pro-
nouns. The indefinite pronouns we shall be considering in this
chapter are the applicatives “any”, “every”, “some”, and their
derivatives “anything”, “cverything”, “something”; in the next
chapter we shall also consider “the same”, “other” (or “else”),
and “only” (or “alone”).

86. Etymologically, “anything”, “cverything”, “something”,
are formed by prefixing certain applicatives to the word “thing”;
and in various other languages that have a word for “thing” we
may form a phrase on the model of “something” that is either the
standard expression for “something” (French “quelque chose”,
Italian “qualche cosa”) or at least a tolerable substitute for it
(Latin “aliqua res”). We must however reject the idea that these
“-thing” pronouns are logically to be regarded as referring

!(\f\



Reference and Generality

phrases, formed by prefixing applicatives to the genceral term
“thing”. For in our account of referring phrases the requirement
for the “A” in “* A” to be a substantival term was not arbitrary; an
integral part of the account dealt with the logical relations be-
tween a proposition “f(* A)” and propositions “f(a,)” in which
the referring phrase is replaced by a proper name “a,”; and here
the sense of the name “a,,”” had to be connected in a definite way
to a use of “the same” either with “A” itself or with some other
term “A’” from which “A” was derivable by ‘restriction’ (cf. sec-
tion 36). Now if “the same A” is to express a criterion of identity
for a nameable object, “A” cannot be read as “thing”; “thing”
conveys no criterion of identity, not at least in the widest sense of
“thing” which alone is relevant to the “-thing” pronouns.

The word “thing” (or colloquially “thingumajig”) is often used
as a proxy for some substantival term that a lazy or hurried or
forgetful speaker does not find at the tip of his tongue. Again,
there is a special use of “thing” as a substantival term in its own
right, meaning roughly “piece of matter that moves around with
its own proper motion and all together”, so that, for example, a
watch or a ship or a cat would be a ‘thing’, but an undctached
part of any of them would not count as a distinct ‘thing’. But
neither of these uses has any bearing on the role of “thing” in its
most general sense, or of the “-thing” pronouns; I mention them
only to get them out of the way.

87. If “thing” in its most general sense is supplied as the an-
tecedent to the relative pronoun that commences a defining rela-
tive clause, the result is grammatically a noun-clause; and a
phrase can be formed out of this by prefixing “some” or “any” or
other applicatives. This might seem to throw light on some uses
at least of the “~thing” pronouns. We might try to analyze, for
example, a proposition of the form “Something that is F is G” as
formed by supplying to the predicable is G” the quasi
subject “Some thing-that-is-F”. This quasi subject in its turn
would be formed from the applicative “some” and “thing that is
F”; “something” would not enter into the analysis as a logical
unit. Perhaps all uses of the “-thing” pronouns could be dealt
with by working them around into the position of antecedents to
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grammatically relative pronouns, and then splitting them up in
the way just shown. If so, “-thing” pronouns as such would raise
no further problems; the problem would now be as to the struc-
ture and logical role of a phrase “thing that is F”.

This sort of phrase was much used in the pseudo-Aristotelian
logical tradition, as a way of turning any arbitrary, naturally
occurring, predicable into a ‘term’ that could occur equally well
in subject and in predicate position. An ‘Aristotelian’ logician
could recognize “Peter cut off Malchus’ ear” as a predication
about Malchus only after it had been twisted into the form “Mal-
chus is a thing whose ear Peter cut off”. This whole idea of ‘terms’
was in any event refuted in Chapter Two; moreover, the internal
structure of the supposed predicate-term “thing whose ear Peter
cut off” raises just as many problems as that of the proposition
“Peter cut off Malchus’ ear”. The traditional mancuver mercly
shifts the problems. The exercises in twisting predicables into this
‘term’ shape seem to me to have been positively harmful; a logi-
cian should learn to recognize predicables as they come, just as a
botanist must lcarn to recognize plants that have not been tidied
up by a gardencr.

The use of a phrase “thing that Fs” in predicative position—"1s
a thing that Fs”—is thus a useless substitute for the plain verb
“Fs”. But just because a predicative expression cannot occur in
subject position without change of sense, it might be supposed
that, when “thing that Fs” occurs in subject position, “thing that

” is not redundant, but has the logical role precisely of
tuming a predicable into something that can occur in subject
position. We need not here ascribe separate roles to “thing” and
the relative pronoun; “thing that” would be a logically indivisible
sign, capable of filling up the empty place in a predicable, as a
subject or quasi subject does; but whereas a subject or quasi
subject supplied to a predicable turns it into a proposition, the
result of using “thing that ” to fill up the empty place in a
one-place predicable would be, not a proposition, but something
like a name.

88. A logical sign with some such role as | have here assigned to
“thing that ” may seem to be required in any case by the
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double role of substantival general terms. Such terms can ver-
bally occur both in subject and in predicate position; and by our
doctrine this must constitute an ambiguity. Obviously, though,
the double use of “man” (say) in subject and in predicate position
is not a casual ambiguity, like the use of “beetle” for a mallet and
for an inscct; it is a systematic ambiguity, like the way that a
common noun may be used to label either a thing of a given kind
or a picture of such a thing, or again like the way that a word may
be used to refer to that word itsclf. These systematic ambiguities
are removable by the use of special signs, c.g. the modifying
words “picture of a”, or quotation marks; and similarly, if we
have a logical sign (“thing that ") by prefixing which to a
predicable we generate (something like) a name, then we may
climinate the subject-predicate ambiguity of “man” by taking the
predicative use as fundamental and taking subject occurrences of
“man” as short for “thing-that is-a-man” (where the copula, 1
have argued, is logically superfluous).

89. Can we then accept “thing that is F” or “thing that Fs” as a
pattern for forming something like a complex name? Some of the
rcasons given in the last chapter against recognizing complex
names of the form “A that is F” would be inapplicable in the
present case; for “thing” is not a substantival term that can stand
in subject position, as we made “A” do when we analyzed away
“A thatis F”; and again, we arc supposing that “thing that 7
may be a logically simple sign, filling up an empty place in a
predicable, so that the account we gave of the role of relative
pronouns would appear irrelevant.

But there remain, I believe, insuperable objections to regard-
ing “thing that is F” or “thing that Fs” as anything like a name.
A name relates directly to the thing(s) it names; the expression
“thing that is F”or “thing that Fs” would relate to things only
indirectly, in that a predicable “ is F” or “—— Fs” would
be true of them. Again, we should have to say that “thing whose
car Peter cut off” does relate to Malchus iff “thing whose ear Peter
is cutting off” did relate to Malchus (precisely as the predicable
“Peter cut off 's ear” is true of Malchus iff “Peter is cutting
off ’s car” was true of Malchus); but the relation of a name to
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what it names is tenseless. Again, the use of a name involves a
criterion of identity, whereby we can make sure of naming the
same thing on different occasions; but in general a predicable will
not supply such a criterion of identity; and we can scarcely say
that when “(is) F” supplies no such criterion, “thing that is F” is
ill-formed.

We must therefore reject the view I have been sketching, by
which “thing that” would be a logically simple sign with the
power of turning one-place predicables into something like
names. The view had its attractions; for one thing, it seemed to
explain plausibly the systematic subject-predicate ambiguity of
substantival gencral terms. But since the supposed sort of com-
plex name appears chimerical, as names of the form “A that is F”
turned out to be, we shall have to seek another account of this
ambiguity.

go. How can we explain phrases of the forms “anything that is
F”, “something that is F”, if we are not to regard them as the
result of prefixing “any” or “somc” to “thing that is F”’? It is quite
easy to eliminate the grammatically relative pronoun “that”, in
much the same way as it was climinated in the last chapter: c.g.,
“Anything that is F is G”, “Something that is F is G”, would
respectively become: “Anything is, if F, then G”; “Something is
both F and G”. But since “anything” and “something” are not
referring phrases constructed out of “thing”, as “any A” and
“some A” are from the substantival term “A”, the case is not
perfectly analogous to the way we eliminated phrases of the form
“A that is P”; and we are left with the roles of “anything” and
“something” still unexplained.

91. The sort of explanation we should like to get is one that will
show the relation between “-thing” pronouns and the correspond-
ing applicatives. We have failed in our attempts to explain “any-
thing” and “somcthing” in terms of “any” and “some”; is the
converse sort of explanation feasible? Many logicians have
thought so; it is a standard procedure in modern textbooks of
formal logic to reduce “any A” and “some A” to “anything that is
A” and “something that is A”, and then eliminate the relative
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pronoun “that” in the way just explained. And since (the term
represented by) “A” has no naming role when it occurs in predi-
cate position, the whole burden of referring to the things called
“A” would be shifted from the referring phrases to the pronouns
“something” and “anything”—which would of course not refer
specially to the things called “A”, but to things in general.
This view is perhaps most familiar to modern readers from
Quine’s writings; it was also maintained with great insistence by
Frege. Few modern logicians wholly agree with Frege and Quine
on this matter; they rather insist that the quantifiers must be
interpreted in relation to a Universe of Discourse, whose mem-
bership is delimited once for all. (I shall later return to this
question of delimited Universes.) Where Quine differs from
Frege is in holding the view that proper names also are theoreti-

cally dispensable, so that the unrestricted quantifiers could take-

over the whole burden of reference. I need not discuss this special
view; for I have already argued that, both in acts of naming and
within propositions, use for example of “cat... the same
cat. .. the same cat...” closely corresponds in its referential
force to repeated use of the proper name “Jemima”; I hold that
recognition of proper names as logical subjects stands or falls with
recognition of an irreducible subject role for substantival general
terms. 1 shall therefore take issue here with Quine, not about

proper names, but about the treatment of referring phrases like .

“some A”.

Let us suppose that the recently ennobled Lord Newriche has
been visiting the Heralds’ College to consult the heralds about his
coat of arms. The papers of his case are on the desk of Blueman-
tle; “Bluemantle” is a name for a herald, in official language, and
is grammatically a proper noun. If Lord Newriche saw Blueman-
tle at the Heralds’ College on Monday and Tuesday, then on
Tuesday it would be true to say:

(1) Lord Newriche discussed armorial bearings with some
herald yesterday and discussed armorial bearings with
the same herald again today.

The Frege-Quine view would treat this as equivalent to:
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(2) Something (or other) is a herald, and Lord Newriche
discussed armorial bearings with it yesterday and dis-
cussed armorial bearings with it again today.

Or again, if we use ‘bound variable’ letters, (1) would come out
equivalent to:

(3) For some x, x is a herald, and Lord Newriche discussed
armorial bearings with x yesterday and discussed armo-
rial bearings with x again today.

Now by parity of reasoning we may analyze:

(4) Lord Newriche discussed armorial bearings with some
man yesterday and discussed armorial bearings with the
same man again today

as equivalent to:

(5) Something (or other) is a man, and Lord Newriche dis-
cussed armorial bearings with it yesterday and discussed
armorial bearings with it again today

or again to:

(6) For some x, x is a man, and Lord Newriche discussed
armorial bearings with x yesterday and discussed armo-
rial bearings with x again today.

(I use the neuter pronoun “it” in (2) and (5), because it suits the
antecedent “something” and the idea of a quantification ranging
over things animate and inanimate alike.)

Let us now introduce the further premise “Whatever is a
herald is a man” or “For any x, if x is a herald, then x is a man”.
This premise is surely true; we need not discuss whether the “is”
used here is tenseless, as Quine would hold, or rather is ‘om-
nitemporal’ as Strawson says;! it is anyhow clear that with this
additional premise we may pass from (2) or (3) to (5) or (6). But
the premise would certainly not warrant us in passing from (1) to

'W. Van O. Quine, “Mr. Strawson on Logical Theory,” Mind, LXXII
(1953), 442; Strawson, p. 151.
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(4); (1) could be true and (4) false; for with a change of personnel
in the Heralds” College, Lord Newriche might have scen a dif-
ferent man on Monday and Tuesday but the same herald,
namely Bluemantle, and his papers could have remained on
Bluemantle’s desk. Hence the above analyses of (1) and (4),
which stand or fall together, must be rejected.

It is easy to see what has gone wrong. (5) or (6) tells us that Lord
Newriche discussed armorial bearings with something or other on
two successive days, the same by some criterion or other, and this
something-or-other is a man, whether tenselessly or omnitem-
porally. This does indeed follow from (2) or (3), and thercfore
from (1), by way of our additional premise: but it is a much
weaker proposition than (4). “The same something-or-other,
which is a man” does not boil down to “the same man”.

92. Frege has clearly explained that the predication of “one
endowed with wisdom” (“ein Weiser”) does not split up into
predications of “one” and “endowed with wisdom” (“weise”). 2 It
is surprising that Frege should on the contrary have constantly
assumed that “x is the same A as y” does split up into “x is an A
(and y is an A)” and “x is the same as (ist dasselbe wie, ist gleich)
y”. We have already by implication rcjected this analysis; for it
would mean that “the same A” always made sense, for any pred-
icable term “A”; and in introducing the notion of substantival
terms we explicitly denied this view, which would make all pred-
icable terms substantival.

Frege's explanation of “as many as” in terms of onc-once corre-
spondence therefore stands in need of correction. Frege says that
the relation ‘being R to’ is one-onc (beiderseits eindeutig) iff we
have:

(i) If d is R to a and d is R to e, then a is the same as e,
(i) If d is R to a and b is R to a, then d is the same as b,
whatever a, b, d, and e may be.? We ought rather to say that a

correlation of As to Bs by the relation ‘being R to’ is one-one iff

2Frege (1), p. 40-
3Frege (1), p. 84.
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we have:

(i) If disan A and e isa B and d is R to e, then whatever d
is R to is the same B as ¢

(ii) If d isan A and e isa B and d is R to e, then whatever is
R to e is the same A as d.

We must here interpret “is an A” and “is a B” as predicative
occurrences of substantival terms, for only then will “the same
A” and “the same B” be intelligible in our formulas.

The purport of this modification is that it restricts our license to
apply Frege’s definition of “as many as”. Frege says, in cffect,
that there are just as many Fs as Gs iff, for some R, each F is R
to some G, and for cach G there is some F that is R to it, and
‘being R to is a onc-onc corrclation.® Now if we replace Frege's
account of onc-onc corrclation by our modified account, we
cannot apply this definition unless “F” and “G” arc taken cither
themselves to be, or to be derived by ‘restriction’ (section §5)
from, substantival terms “A” and “B” such as arc schematically
represented in our account of onc-onc correlation. Thus, we
could apply this definition to decide whether there were as many
human beings as chairs in this room; but there would be no
question of telling whether there were as many red things in this
room as nonred things; for there is no telling what is or is not the
samc red thing, there being no criterion of identity, and this is
still morc obvious for nonred things. On such cases, as we saw,
Frege cagily remarks that the (concept signified by the) predicable
determines no finite number;® but the trouble is not that we
cannot make an end of counting in these cases, but that we could
not cven begin to sct up a onc-onc correlation of the things
counted to numerals.

93. We cannot, then, accept Frege's or Quine’s reduction of
restricted quantification in (4) to the unrestricted quantification
of (5) or (6). How are we to interpret unrestricted quantification?
Many applications of quantification theory do not require that we

4Frege (1), pp. 83-85.
5Frege (1), p. 66.
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should have any way of interpreting an absolutely unrestricted
quantification; it suffices to read the quantifiers as restricted to a
‘universe’ delimited by some substantival term like “man” or
“(natural) number”. But I am not going to argue that unrestricted
quantification is uninterpretable; there is nothing wrong with our
taking the quantification in (5) or (6) to be absolutely unre-
stricted. Only, in that case, (5) and (6) will give us much less
information than (4); they will each tell us that the same
something-or-other both is a man and had Lord Newriche dis-
qlssing armorial bearings with it yesterday and again today. That
is to say, (5) or equivalently (6) is true iff:

(7) Some A is a man, and Lord Newriche discussed armorial
bearings with that (same) A yesterday, and Lord New-

riche discussed armorial bearings with the same A
today

is truc for some interpretation of A as a substantival term.
I shall further maintain that we may accordingly rewrite (s) or

(6) as:

(8) For some A: some A is a man, and Lord Newriche dis-
cussed armorial bearings with that (same) A yesterday,
and Lord Newriche discussed armorial bearings with
the same A today.

The two occurrences of “some A” at the beginning of (8) have
quite different roles. In the “some A” that follows the colon,
“some” is an applicative, as it manifestly has to be in (7); but “for
some A” is a quantificr, whose force is such that (8) is true iff
there is some interpretation of “A” as a substantival term that
would make (8) minus the quantifier, i.e. (7), to be a true propo-
sition.

I must now explain what view of unrestricted quantifiers this
use of “for some A” implies: a view that I believe underlies the
doctrine of ‘formal concepts’ in Wittgenstein’s Tractatus. We
first explain the category of a (syntactically simple or complex)
sign S in a language L as the class of all those signs S’ of L such
that S’ may take the place of S in any proposition of L without
the result’s being no longer a proposition of L: salva congruitate,
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as medieval logicians would say. For example, all propositions of
L will belong to one category; all proper names in L will belong
to one category; all substantival terms in L will belong to one
category; predicables with the same number of empty places, to
be filled by subjects belonging to the same category, themselves
belong to the same category; and so on.

This explanation would need provisos and saving clauses to
make it foolproof; but it will do for present purposes. In applying
it, we need to recognize when there is only apparent occurrence
of one expression as part of another. For example, the predicable
“Some boy admires ” does not occur in “Some boy admires
himsclf’; rather, this proposition is obtained by first forming the
predicable admires himself” and then supplying this with
the quasi subject “some boy” (cf. section 82). Again, the proposi-
tion “Some philosopher smoked and drank whisky” is not formed
by any logical procedure from the proposition “Some philosopher
smoked”; it is got by supplying the quasi subject “some
philosopher” to the predicable “ smoked and drank whisky”,
whereas the shorter proposition is got by supplying the same quasi
subject to ¢ smoked”. In both these cases there is only a
spurious occurrence of an expression within a proposition.

Corresponding to a given category we introduce an alphabet of
letters schematically representing (going proxy for) the signs of
that category. We may now go on to interpret the occurrence in
the context “for some ” of a letter from any such alphabet.
The proposition beginning with such a quantifier will be true iff
the proposition minus this quantifier could be read as a true
proposition by taking the occurrence(s) of the letter ‘bound to” the
quantifier as occurrence(s) of an actual expression belonging to
the appropriate category.

94. Let me illustrate this by a much controverted sort of exam-
ple. Let us suppose that Johnson is acquainted with a social
figure, Ralph de Vere, and a shopkeeper, Jenkins; unknown to
Johnson, Ralph de Vere and Jenkins are one and the same man.
(Perhaps Ralph de Vere is an impostor; or perhaps he has a taste
for keeping a shop, which he can indulge only in secret; or what
you will.) Now Johnson may be quite incredulous when told that
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Ralph de Vere is a shopkeeper. In that case, we can find an

interpretation of “x” in the category of proper names such that
the formula:

(9) x is a man, and Johnson disbelieves that Ralph de Vere is
a shopkeeper and does not disbelieve that x is a shop-
keeper, and x is the same man as Ralph de Vere

becomes a true proposition when “x” is read thus. On our
hypothesis this is obviously the case; for (9) will come out true if

we read “x” as “Jenkins”. Accordingly, the following proposition
will also be true:

(10) For some x, x is a man, and Johnson disbelieves that
Ralph de Vere is a shopkeeper and does not disbelieve
that x is a shopkeeper, and x is the same man as Ralph
de Vere.

Quine, as is well known, would reject propositions like (10) as
ill formed. His reason for doing this is as follows. If (10) were well
formed, (10) would be validly inferred from:

(11) Jenkins is a man, and Johnson disbelieves that Ralph de
Vere is a shopkeeper and does not disbclieve that Jen-
kins is a shopkeeper, and Jenkins is the same man as

Ralph de Vere.

Quine would admit (11) to be well formed. On the other hand,
he would say, (10) is equivalent to:

(12) For some man x, Johnson disbelieves that Ralph de Vere
is a shopkeeper and docs not disbelieve that x is a
shopkecper, and x is the same man as Ralph de Vere.

And obviously in the case supposed there could be no man x
such as to make (12) true. Only Ralph de Vere is the same man as
Ralph de Vere; and it is not the case that Johnson both disbelieves
that Ralph de Vere is a shopkeeper and does not disbelieve this.
But if (10) is well formed, (10) and therefore (12) must be true
propositions if (11) is true. Since in fact (11) could be true
whereas (12) could not, (10) and (12) cannot be well-formed
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propositions: a quantifier outside an oratio obliqua clause cannot
bind a variable within the clause.

Quine refuses to explore such escape routes as Carnap’s—
making “Ralph de Vere” and “Jenkins” relate to different inten-
tional objects but nevertheless to the same man. Carnap’s idea is
to assume different modes of reference, so that, whercas the
intentional objects referred to in the one mode are different, the
man referred to in the other mode is one and the same.

I have here deliberately chosen the spelling “intentional”; in
recent writing the spelling of this word, and of the corresponding
adverb in “—ally” and abstract noun in “—ality”, oscillates ir-
regularly between a form with “—tion” and one with “—sion”,
and in fact Carnap prefers the latter spelling. But in this use the
adjective goes back to medicval Latin; and for medievals the
intentio of a term was what was intended by the mind in the use
of the term, quod anima intendit. The old spelling persists in the
expressions “first intention” and “sccond intention”. Sir William
Hamilton had a muddled idea that terms had an associated inten-
sive magnitude, greater according as they expressed more concur-
rent attributes, and to bring this out he introduced an English
form of the Scholastic term for intensity, “intensio”; from his day
onward, “intension” and its compounds have tended to oust “in-
tention” and its compounds; the spelling of “extension” has no
doubt furthered this process. Recent interest in Brentano’s doc-
trine of intentionality has however led to a revival of the old
“—tion” spelling.

On my own vicw of identity I could not object in principle to
different As’ being onc and the same B; conceivably, two inten-
tional objects could be one and the same man, as different
heralds may be one and the same man (Norroy is historically a
different herald from Ulster, but at the present time they are theé
samc man). Quine would however object that unlike the term
“herald” or “man” the term “intentional object” fails to supply
any criterion of identity. This sort of objection is not decisive: we
can recognize, discriminate, and reidentify human voices, al-
though we could not put into words the criterion of identity
answering to “the same voice”. But it is better to go as far as we
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can in our theorizing without the introduction of intentional
objects.

For all that, I think Quine’s rejection of (10) is misconceived.
On my specification as to the use of “for some x”, the question
“For which entity x?” will not arise at all. For unrestricted quan-
tifiers construed as I suggest, there will be no question which
entities they ‘refer to’ or ‘range over’; such questions seem appro-
priate only because we wrongly assimilate the use of quantifiers
now under discussion to the use of quantifiers when they are
tacitly restricted to some ‘universe’, which will be delimited by
some substantival term (cf. the examples at the beginning of
Chapter Five). Quine would of course think the force of (10)
must be unaltered by writing “For some man x” instead of “For
some x, x is a man, and”; and if this were so, all his difficulties
would indeed arise. But since, for reasons independent of the
present issue, I reject his account of restricted quantifiers like “for
some man x”, this risk of troublc is surely averted; (12) indeed
could not be true, but (12) is not inferable from (10).

[ do not want to say that all the troubles of indirect-speech
constructions and quantifications that reach into them can now
be lightly dismissed. For example, if we regard (10) as a well-
formed proposition, we can nevertheless not take it to be of the
form “For some x, F(x)”, where “F( )" represents an ordinary
one-place predicable. Although the context:

(13)

is a man, and Johnson disbelicves that Ralph de
Vere is a shopkeeper and does not disbelieve that

is a shopkeeper, and is the same man as Ralph de
Vere

always yields a proposition when we insert the same proper name
in all three blanks, we cannot take it as an ordinary one-place

predicable; for then it would have to be a predicable that applied -

to Jenkins but not to Ralph de Vere, which is ex hypothesi ruled
out. However these complications may have to be unraveled, (10)
is certainly, on our interpretation, a well-formed proposition. We
have specified its truth-conditions, and therefore its sense; its
sense, as Frege would say, is the sense of: Such-and-such condi-
tions are fulfilled.
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95. " From this intentionally difficult example, let us go back to
the easier task of interpreting:

(8) For some A: some A is a man, and Lord Newriche dis-
cussed armorial bearings with that (same) A yesterday,
and Lord Newriche discussed armorial bearings with
the same A today.

As I said, (8) will be true iff there is some interpretation of “A” as
a substantival term that would make (7), i.e. (8) minus the quan-
tifier, into a true proposition; in particular, (8) will be true if we
get a true proposition by taking “A” in (7) to mean “herald”; and
accordingly (8) follows from (1), if we assume that a herald is
always a man. The interesting question is whether, as 1 alleged,
(8) is tantamount to:

(6) For some x, x is a man, and Lord Newriche discussed
armorial bearings with x yesterday and discussed armo-
rial bearings with x today.

On our general view of unrestricted quantifiers, it is fairly easy to
show this—if we assume that the use of “x” in (3) corresponds to
the category of proper names. For (6) will in that case be true iff
the formula:

(14) x is a man, and Lord Newriche discussed armorial bear-
ings with x yesterday and discussed armorial bearings
with x today

IRl

comes out as a true proposition for some reading of “x” as a
proper name. But in view of the connection in sense between any
proper name and some substantival term or other, this condition

can be fulfilled iff the formula:

(7) Some A is a man, and Lord Newriche discussed armorial
bearings with that (same) A yesterday, and Lord New-
riche discussed armorial bearings with the same A
today

comes out as a true proposition for some interpretation of “A” as
a substantival term. Suppose for example that (14) comes out true
when we read “x” as short for “Bluemantle”, which as we saw is a
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name of and for a herald. Then (7) will come out true when we
take “A” to stand in for the substantival term “herald”. The
truth-conditions for (8) will be fulfilled iff (7) comes out as a true
proposition for some such reading of “A” as a substantival term.
But this last is precisely the truth-condition for (8); i.e., (6) and (8)
have equivalent truth-conditions. Q.E.p.

Quine would not regard (6) and (8) as amounting to the same
thing; the “x” in (6) would ‘range over’ concrete entitics, and the
“A” in (8) over abstract entitics corresponding to general terms
like “man” or “herald”; so there would be a different existential
commitment. [ think this is quite wrong. Proper names and the
corresponding substantival gencral terms relate to the very same
entities; the difference is that a substantival term may name many
things, and a proper name (accidental ambiguities apart) names
just one thing, of a given kind.

I have said that a proposition beginning with a quantifier “For
some ” is true iff the proposition minus this quantifier could
be read as a true proposition by taking the occurrence(s) of the
letter ‘bound to’ the quantifier as if there were occurrence(s) of an
actual expression belonging to the appropriate category. 1 do not
mecan here that the language we are using must alrcady contain
an actual expression, of the appropriate category, which, if substi-
tuted for the bound variable in the proposition minus the quan-
tificr, would give us a true proposition; it is sufficient that we
could coherently add such an expression to our language. For
example, the truth value of:

(15) For some x, x is a pebble on the beach at Brighton

does not depend on anybody’s having given a proper name to
such a pebble; it is enough that we could coherently add to our
language a proper name of such a pebble.

To find out what expressions could coherently be added to a
language we nced not rely on vaguc intuitions, or plunge into a
labyrinth of modal logic; we can appeal to the proof procedures
that work in a given language. It would, for example, be entirely
useless for Quine to protest that, since he uses a symbolic lan-

guage from which all proper names are eliminable, the “x” in a
proposition of the form “For some x, F(x)” is not a proper-name
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variable; for this symbolic language contains methods of proof in
which a conclusion is treated as inferable from a premise “For
some x, F(x)” because it is inferable from a line “F(x)”, and here
“x” 1s handled as an ad hoc proper name. Moreover, Quine
frequently refers to interpretations of letters like “x” and “y”, and
surcly assigning an object to a letter as its interpretation differs
only nominally from treating the letter pro hac vice as a proper
namec of the object.® Indeed, in the first of the passages just cited,
when speaking of assigning an object to a letter as its interpreta-
tion, Quine uses the actual expression: “‘x’ is reinterpreted as a
name of that object”. In the circumstances, Quine’s thesis that
names are theoretically dispensable is pretty well empty.

96.  What arc we to say of Quine’s slogan: “To be is to be the
value of a variable”? It is clear that he means this to imply that the
quantifier “for some x” can always be read as “there is an entity x
such that...”. This, however, could at best only apply to
proper-name variables; only if “x” is a proper-name variable does
the suggested reading of “for some x” make any sensc. As we saw,
we may introduce quantifiers that bind variables of other style,
without thereby pooling the corresponding category with the cat-
cgory of proper names. Morcover, cven among formulas begin-
ning “For some x”, where “x” is a proper-name variable, there
can be found some, like (10) above, which are perfectly constru-
able, but for which Quine’s reading of “for some x” is provably
wrong.

Verbally at least, Quine’s slogan involves what Frege would
have called a confusion between concepts of different level and
would have regarded as almost the grossest that could be commit-
ted.” “There is a square root of 4" is truc iff, for a suitable
language L, “a squarc root of 4 is a valuc of a variable in L” is
true. But although “a square root of 4” is the grammatical subject
of both the sentences just quoted, its logical roles differ. Of the
number 2, which is a squarc root of 4, we may truly say: “2 is a
value of a variable in L”. But we cannot say “There is 2”; the gap
in “There is " used this way (in the sense of French “il y a”

$Quine, pp. 121, 129, 151, 211.
"Frege (3), p- 126.
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and German “es gibt”) can be filled only by a predicable expres-
sion, not by a proper name. “Is a value of a variable in L” is
predicable of objects, “there is” is not; it is casy to see how these
expressions should come to be thought coextensive predicables,
but almost equally easy to sce that it is wrong to think so.

I am afraid that there is a genuine confusion in Quine’s doc-
trine, not merely an inaccuracy for the sake of rhetorical effect.
For in discussing the problem of existential propositions, Quine
nowhere tries to draw a sharp distinction between propositions of
the types “There is (not) such a thing as a winged horse” and
“There is (not) such a thing as Pegasus”. On the contrary, he
wishes to assimilate “Pegasus” to general terms. Keeping this
example, I should follow Frege in holding that “There is such a
thing as a winged horse” is true iff ( is a) winged horse” is
truly predicable of something or other; whercas “There is such a
thing as Pegasus” relates to (and does not exemplify) a certain use
of “Pegasus’ as a proper name, its purport being that “Pegasus” in
that use does indeed name something.

With Frege, I believe that there is no place for empty proper
names in scientific discourse; or in any discourse aimed simply at
conveying the truth. When an astronomer discovered that he had
failed to identify an intra-Mercurian planet under the style “Vul-
can”, he dropped “Vulcan” from his vocabulary; when the uni-
versity authoritics discover that a name on their records answers
only to a fraudulent pretense on the part of an undergraduate
clique that there is a person so named, they erase the name. On
the other hand, there is no call to erase a description from our
language because we conclude that nothing answers to it.

97. This view of vacuous proper names raises a difficulty over
the occurrence of proper names in oblique contexts, such as the
following:

(16) The heathen believed that Jupiter dethroned his father

(17) The examiners believe that Joc Doakes is worthy of an A
grade.

We may suppose (16) to be asserted by a Christian, and (17) by
one to another of the undergraduate clique through whose con-
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certed action a fictitious undergraduate named “Joe Doakes” has
got put on the university’s records. If we adopt Frege’s rule that
when a proper name is empty, clauses containing it are no longer
propositions with a truth-value, then it should seem that (16) and
(17) could not be consistently asserted in the supposed circum-
stances. .

Frege’s own solution, as is well known, is that “Jupiter” and
“Joe Doakes” and other proper names each have an oblique or
indirect reference (whether or not they also have an ordinary
reference, i.e. actually do name something or other) and that this
is what propositions like (16) and (17) are about. But we need not
go so far; as Aquinas is wont to say about the more dubious
utterances of the Fathers, (16) and (17) ought to be charitably
interpreted rather than imitated.

One way of charitably construing (16) and (17) would be:

(18) The heathen intended to use “Jupiter” as a name for a
god who dethroned his father

(19) The examiners believe that there is an undergraduate
named “Joe Doakes” who is worthy of an A grade

(18) being so read that all the words following “The heathen
intended” fall within an indirect-speech construction. In some
instances it may be disputable whether an indirect-speech con-
struction really gives us a fair report of what was said, thought,
meant, and so forth; however, these ways of expounding (16) and
(17) fall well within the limits of fair reporting. For although the
heathen, or the examiners, would no doubt normally use “Jupi-
ter”, or “Joc Doakes”, as (if it were) a proper name, the truth of
(16) or (17) implies that they would reply affirmatively to a suita-
ble question in which the name was not used as a name but
quoted, a question such as the following:

(20) Do you use “Jupiter” as a name for a god who dethroned
his father?

(21) Is there an undergraduate named “Joe Doakes” who de-
serves an A grade?

And if we replace (16) by (18) or (17) by (19), we no longer have a
proposition that even seems to commit those asserting it to the
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usc of a proper name which they themselves would regard as
naming nothing.

This technique of interpretation is called for only in cascs
where an ostensible proper name is used in indirect speech to
report the words or attitudes of people who regard it as a name of
something, whereas the reporter does not so regard it. No such
technique is called for in dealing with propositions like:

(11) Jenkins is a man, and Johnson disbelicves that Ralph de
Vere is a shopkeeper and does not disbelieve that Jen-
kins is a shopkeeper, and Jenkins is the same man as

Ralph de Vere.

For somebody who asserted (11) would be committed, no less
than Johnson himself whose beliefs are reported, to using both
“Jenkins” and “Ralph de Vere” as names; so the problems raised
by (11) are quite different from those raised by (16) and (17). The
trouble over (11) is that what we get by removing the occurrences
of “Jenkins”, viz.:

(13)

is a man, and Johnson disbelieves that Ralph de
Vere is a shopkeeper and does not disbelieve that
is a shopkeeper, and is the same man as Ralph de
Vere

is not a predicable; at any rate, not a Shakespearean
predicable—not one which is true of whatever it is true of by any
other name, as “smells sweet” is true of a rosc. For this reason,
although the result of ‘existentially’” quantifying (13), viz.:

(10) For some x, x is a man, and Johnson disbelieves that
Ralph de Vere is a shopkecper and does not disbelieve
that x is a shopkeeper, and x is the same man as Ralph
de Vere

is clearly interpretable (cf. section g4), we may not take the
truth-condition of (10) to be that (13) shall be true of something
or other.

98. In most of this work we have been wholly concerned with
Shakespearean predicables. Even in the intentional examples of
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Chapter Three, the predicables that were involved, such as “Tom
has obliged himself to marry 7 and “Jemima is waiting for
" are Shakespearcan ones; they apply or do not apply to a
girl or mouse under whatever name. In the present section the
schematic letter “F” will be used to represent an arbitrary
Shakespearcan predicable.

With this restriction, we may assert that “For some x, x is F”
has exactly the same truth-condition as “Something or other is
F” or as “There is something that is F”—namely, that the pred-
icable represented by “F” should be true of something or other.
For “For some x, x is F” will be true iff “x is F” is truc for some
interpretation of “x” as a proper name; and since “F” is a Shakes-
pearean predicable, this will be the case iff “F” is true of an
object namable by some proper name.

It makes absolutely no logical difference whether we say
“There is something that is F” or “There exists something that is
F”; “exists” is merely a shade morc formal than “is”. It ought not
to be necessary to say this; but it is necessary, in view of the things
some Oxford philosophers say about “exists”. Some of these—
e.g. that “exist” does not occur often in ordinary language, that it
is a word of philosophical provenance—besides happening to be
false, could not possibly be philosophically relevant. As for the
idca that “There exists an even prime” commits us to an objec-
tionably mctaphysical assertion that the number 2, which is an
cven prime, exists—this is again Frege’s ‘grossest of all possible
confusions’ (cf. section g6). The purport of the quoted proposi-
tion is that “is an even prime” is true of something, not that
“cxists” is true of something. (Russell has repeatedly pointed this
out; but these Oxford philosophers despise Russell and do not
read him.)

A problem ariscs, however, over propositions of the form “An
A that is F exists” or “There is an A that is F”. Are we to read
such a proposition as a variant of “Somcthing or other is an A
that is F” (where “that” goes proxy for “and”—cf. section 74), or
as a variant of “Some A is F”? We cannot say “both”; like the
children’s answer to “Which hand will you have?” for the two
rcadings arc importantly diffcrent. If we take “A” to be “man”
and the predicable “ is F” to be “Lord Newriche discussed
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armorial bearings with

: yesterday and discussed armorial
bearings with

again today”, then “Some A is F” and

“Something or other is an A and is F” spell out respectively as
follows:

(22) Lord Newriche discussed armorial bearings with some

man yesterday and discussed armorial bearings with
him again today

(5) Something (or other) is a man, and Lord Newriche dis-
cussed armorial bearings with it yesterday and discussed
armorial bearings with it again today

which are certainly not equivalent (cf. section g1). Now it is clear
that many ordinary-language propositions of the form “There is
an A that is F” are merely variants of the “Some A is F” form;
and indecd 1 cannot mysclf think of a plausible example where
the other reading, “Something or other is an A and is F”, is
demanded. For a full treatment, then, of existential propositions,
we must discuss the form “Some A is F”. This brings us to the
topic of our next chapter.
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Seven

The Logic of Lists

99. I think the best way to understand applicatives like “some”,
“every”, “most”, and the like, is to consider first their use in
harness, not with substantival general terms, but with lists of
proper names. An expression of the form “one of a;, a,,...",
where “a,” is a proper name, can be substituted without incon-
gruity for a substantival general term in the singular that goes
with an applicative; and when we have an applicative like “most”
or “all” that goes with a plural term, “of a,, a,,...” can be
substituted for that plural term. If “a,, a,,...” is a list of all the
things called “A”, then these substitutions can be made for “A”
not only salva congruitate but also salva veritate (so long as we
are concerned with Shakespearean predicables, a qualification
that will henceforth often be tacitly required).

It is natural to take “one of a;, a.,...” as relating in an
impartial distributive way to the several objects named by the
proper names “a,”. This way for an expression to relate to objects
is not so direct as the way that a syntactically simple name relates
to what it names; for the relation is here mediated by the names
on the list. But the relation of a list to the objects listed in it is
near akin to the name-relation, as we may see from the fact that
(even according to the ordinary acceptation of the word “list”) a
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single proper name may itself count as a one-item list. The need
to preface a list with “one of” or “of” in order to preserve normal
syntax has of course no bearing upon its mode of significance; it is
logically no more intcresting than the fact that we say “the river
Thames” but “the City of London”. In schematic representations
of propositions containing lists, I shall henceforth omit these
formative words, and write, for example, “F(some a,, a.,...)"
instead of “F(some one of a,, a,, . . .)”; readers with a schoolboy
fear of grammarians may think of this as shorthand.

100. In some contexts a proper name and a list of several names
are mutually replaceable salva congruitate. For example, this
holds good for contexts of the form “F(only )’; it is equally
congruous to say “Only Bill can have opened the safe” and “Only
Bill, Tom, John, can have opened the safe”. (The “or” that
would be inserted between the items of the list in spoken English
has no logical significance.) But there is apparent incongruity if
we nscrt a one-item list, a single name, in a context, for exam-
ple, of the form “F(every )" or “F(most )’. And therc is
a demonstrable incongruity if we try to make a list, say “Tripod,
Towzer”, into the subject of a predicate like “wants a bone” or “is
outside in the corridor”; for the truth-condition of the
predication—that the predicate be true of what the subject stands
for—becomes cssentially indeterminate, if the subject relates to a
number of things in an impartial distributive way. This latter
incongruity suggests as the role of certain among the applicatives
that they can remove this indeterminacy of truth-conditions.
What sort of truth-condition must a proposition “W(* Tripod,
Towzer, Fido)” have, in order that we may reasonably count this
condition as a way of making definitc the vague condition that
“W( ) shall be true of what is named in the list “Tripod,
Towzer, Fido”? First, it scems natural to require that this proposi-
tion shall have the same truth-valuc as some truth-function of
“W(Tripod)’, “W(Towzer)”, and “W(Fido)”. Secondly, this
truth-function must be unaffected by shuffling around the names
in the list; otherwise our proposition would have been assigned an
inconsistent truth-condition; such permutations of the names
must give us always an equivalent truth-function of the same
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propositions. The need for this sccond condition is casily shown.
Suppose for cxample we said that “W(* Tripod, Towzcr, Fido)” is
true iff “W(Tripod) v (W(Towzer) & W(Fido))” is true. Then by
parity of reasoning “W(* Towzer, Tripod, Fido)” is true iff
“W(Towzer)v (W(Tripod) & W(Fido))” is truc. Now suppose we
have “W(Tripod)” true and each of “W(Towzer)” and “W(Fido)”
false. Then “W(Tripod) v (W(Towzer) & W(Fido))” will be truc,
because its disjunct “W(Tripod)” is true; but “W(Towzer)” and
“W(Tripod) & W(Fido)” will both be false, so that “W(Towzer) v
(W(Tripod) & W(Fido))” will be false. Thus, on our present
supposition as to truth-conditions, “W(* Tripod, Towzer, Fido)”
will be true and “W(* Towzer, Tripod, Fido)” will be falsc; but
this is absurd, for changing about the names in a mere list can
make no odds. Hence therc is no applicative “*” such that the
truth-conditions of predications using it could be specified in the
way here supposcd. ’

Thirdly, given a premise to the effect that “G( )7 is true of
whatever “W( )" is true of, we must be able to infer
“G(*Tripod, Towzer, Fido)” from “W(* Tripod, Towzer, Fido)”.
This may be called the dictum de omni requirement, and
applicatives that satisfy this as well as the first requirement may be
called dictum de omni applicatives. (Cf. scctions 57, 82. The
sccond condition must be fulfilled by any that fulfills the first, on
pain of inconsistency, and so needs no further separate considera-
tion.) It is perfectly possible for an applicative not to be a dictum
de omni applicative; neither “only” nor “no” is one; but if the
applicative “*” is not a dictum de omni applicative, then the
truth-condition for “W(*Tripod, Towzer, Fido)” cannot rea-
sonably be regarded as a matter of having the predicable repre-
sented by “W( )" holding true of what the list in subject position
stands for; and equally we cannot say that here the same predica-
tions arc made with the list as subject as are madc of the several
dogs in propositions like “W(Towzer)” and “W(Tripod)”.

From these requirements we can easily derive a fourth onc: our
truth-function of the propositions about Tripod, Towzer, and
Fido scparatcly must be a disjunction of conjunctions (or equiva-
lently a conjunction of disjunctions) of these singular propo-
sitions. For, in general, a truth-function of a given set of propo-

193



Reference and Generality

sitions can be expressed as a disjunction of conjunctions of the
given propositions and/or their negations. Suppose now we take
as onc premise a disjunction of conjunctions in which there
essentially occur negations of our three propositions
“W(Tripod)”, “W(Towzer)”, and “W(Fido)”, and have also a
second premise that would warrant us in passing from “W(a)” to

“G(a)" it “a” were read as a name of and for a dog. From this -

pair of premises we are in general not warranted in passing to a
conclusion that is the corresponding truth-function of the three
propositions “G(Tripod)”’, “G(Towzer)”, and “G(Fido)”: unless
the disjunction of conjunctions works out as a tautology or con-
tradiction by truth-tables, it is always possible to assign to the
singular propositions predicating “W( )’ and “G( ) of
Tripod, Towzer, and Fido such truth-values as make the conclu-
sion false when the premises are both true. We could for example
find an assignment of truth-values for these six propositions such
that given the premise: '

(W(Tripod) & ~W(Towzer)) v (W(Towzer) &
~W(Fido)) v (W(Fido) & ~W(Tripod))

and also the premise “If W(any dog) then G(that dog)” we cannot
infer the conclusion: '

(G(Tripod) & ~G(Towzer)) v (G(Towzer) & ~ G(Fido))
v (G(Fido) & ~G(Tripod)).

So this truth-function docs not fulfill the dictum de omni re-
quirement. On the other hand, any disjunction of conjunctions
of the singular propositions without any of their negations will
fulfill the dictum de omni requirement.

We can now see that the role of certain applicatives is to show
which particular truth-function of the singular propositions,
among the functions satisfying our requirements, gives the
truth-condition for a proposition with a list as subject. “W/(every
(one of) Tripod, Towzer, Fido)” is true iff “W(Tripod) &
W(Towzer) & W(Fido)” is true; “W(some (one of) Tripod,
Towzer, Fido)” is true iff “W(Tripod) v W(Towzer) v W(Fido)”
is true. (These truth-functions fulfill our requirements in a de-
generate way; if the term “disjunction of conjunctions” is
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stretched to cover cases where we have conjunction or disjunc-
tion of a proposition with itself, it is easily seen that our require-
ments are fulfilled.) And “W(most(of) Tripod, Towzer, Fido)” is
true iff “(W(Tripod) & W(Towzer)) v (W(Towzer) & W(Fido))v
(W(Fido) & W(Tripod))” is true.

101. Now suppose “*” to be an applicative satisfying the dic-
tum de omni requirements, as “every” and “some” and “most”
do: how are we to interpret “F(*a,)”, i.e. the result of inserting a
single-item list in the blank of “F(* ——)”? The natural thing
would be to take it that “F(*a,)” has the same truth-value as a
disjunction of conjunctions of “F(a,)” with itself, i.e. the same
truth-value as “F(a,)”. The applicative thus becomes in this case
redundant; I think this fully accounts for our feeling of incon-
gruity over the use of such applicatives with a proper name. (Not
all applicatives are thus incongruous; as we saw, “only” goes with
a proper name quite happily.)

This interpretation of “F(*a,)” has the consequence that
“F(*a,, as, as,...)” will be true iff a certain truth-function
(disjunction of conjunctions) of propositions “F(*a,)” is truc.
Thus our reasoning comes full circle. We began by intuitively
laying down requirements to which the truth-conditions of
“F(*a,, as, as,...)” must conform if we are to be justified in
holding that with this proposition, as with “F(a, )", truth is a
matter of having the predicate “F( )" apply to what the subject
stands for. We then find that if these requirements are fulfilled,
“F(*a,)" is true iff “F(a,)” is true—that there is a predicate “F(*
— ", attachable to lists of arbitrary length, which when at-
tached to a proper name coincides with the plain “F( )”. And
this shows that if our requirements are satisfied, we can indeed
hold that “F(*a,, a., as, ...)" and (a proposition tantamount to)
“F(a,)” result from attaching the same predicate to different
subjects. All this, of course, holds good only if “*” is an applica-
tive of the dictum de omni sort.

102. Although with a predicate like “ wants a bone” the
effect of modifying it to “Every wants a bone” or “Most
want a bone” may seem to be the removal of the ambiguity
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that would otherwise occur when the predicate was attached to a
list, really this effect is only incidental. Our account of the rela-
tions between predications with a list as subject and singular
predications did not in the least involve that the predicates in the
latter would, if unmodified, be ambiguous as attached to lists; it
carries over equally well if we consider a predicate “F( )7 that
has no such ambiguity and can alrcady take a list as subject; and
we have seen that, for any predicate that has such ambiguity, we
can construct a predicate (in fact, more than one) that coincides
with it in singular propositions but can be attached to lists of
arbitrary length. This means that a language need not contain
two categorics of predicables, respectively attachable to proper
names (one-item lists) only and to lists of arbitrary length; the
latter category is theoretically sufficient.

103. We arc now able to clear up one of our puzzles in the
discussion of suppositio. The example (section 47) was of a
jeweler’s shop with two assistants, Bill and Joe. Then we have to
distinguish between these two propositions:

(1) An assistant alone had opportunity to steal the ruby.
(2) Some assistant alone had opportunity to steal the ruby.

The truth-condition of (2) is given by a disjunction of singular
propositions about Bill and Joe:

(3) Either Bill alone had opportunity to steal the ruby or Joe
alone had opportunity to steal the ruby.

On the other hand the truth-condition of (1) seems to require a
disjunction of proper names:

(4) Only Bill or Joe had opportunity to steal the ruby.

This was in accordance with Ockham’s way of distinguishing
between determinate and confused suppositio, and in fact medie-
val logicians generally held that the subject-terms of exclusive
propositions like (1) were instances of confused suppositio. We
were, however, unable to make any good sense of disjunctions of
proper names.
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In fact, the “or” in (4) is quite incssential; we might just as well
have had “and”. The suggestions of “or” and “and” in this con-
text arc indeed different; “or” suggests that if Bill had opportunity,
Joe had not, whereas “and” suggests that Bill and Joc alike had
opportunity. The actual information given in (4) is, however,
mercly that nobody other than Bill and Joc had opportunity—and
this whether “and” or “or” is used. Really, neither connective has
any special significance here; (4) should be construed as the result
of attaching the predicable “Only had opportunity to steal
the ruby” to the list “Bill, Joc” as subject. On the other hand, in
the proposition:

(5) Some (onc of) Bill, Joe, alone had opportunity to steal the
ruby

the cquivalent predicable “ alone had opportunity to steal
the ruby” is not directly attached to the list “Bill, Joe”, but is
modified by the applicative “some”; and (3) supplies the truth-
condition of (5), accordi